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Abstract

Modern online services like social media and content sharing platforms almost always have more content than what a single user can consume. To solve this challenge, personalization has emerged as a nearly ubiquitous solution, where users are presented only the content that is considered most relevant to them. This can lead to users having varied and unique experiences, focused on content that they find interesting. Personalization is also a useful tool to demote content that might be low quality, or to introduce users to novel content. However, despite increasing engagement, there are concerns that it can lead to adverse user impacts for certain domains of content. Within these domains, judging relevance can harm users by excluding them from potentially life-changing opportunities, such as those for jobs and housing. It can also lead to inclusion of problematic content into users’ experiences, such as misinformation and deceptive offers.

In this dissertation, I focus on the harms of personalization. I use targeted advertising as a case study of personalization and measure the adverse effects it could have on users. I focus specifically on Facebook’s advertising system, the second largest, and one of the most feature-rich advertising platforms in the world. First, I build a series of algorithm auditing methods to isolate the influence of personalization with only black box access to the advertising platform. Second, I employ these methods to measure adverse user outcomes in multiple ad domains: jobs, housing, political campaigns, and problematic ads, as judged by users.

Advertising relies heavily on personalization to identify the users who an ad is relevant to. However, unlike other systems, it allows the advertisers to specify an explicit target audience. I leverage this targeting mechanism to design experimental methods that isolate the role of personalization specifically, and control for variance in audience and market competition. Advertising platforms also frequently provide explanations to the users about why an ad was shown to them. I exploit these explanations to measure the impact of personalization in observational data collected from real users.
In a series of large scale measurements, I first identify gender and racial disparities in job and housing ads due to personalization, even when the advertiser targets broadly. Second, for election campaign ads, I find evidence of personalization along users’ political leaning as well as price differentiation, which potentially limits a candidate’s ability to reach non-aligned voters. Third, I investigate individual user experiences of problematic ads, finding that ads considered clickbait and scam by users deliver primarily to a minority of users, who have disparately high exposure to such content. Together, these measurements quantify the extent to which personalization—indeed independent of the advertiser’s intent—produces harmful outcomes for users.

Through a detailed study of advertising, this dissertation contributes methods to measure the black box of personalization, and provides insights into its adverse effects.
To my teachers who gave me pats on the back; it made a difference.
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Chapter 1

Introduction

Large online platforms today sift through billions of pieces of content, serving it to millions of online users every minute. On YouTube, the world’s leading video sharing platform, 500 hours worth of videos are uploaded every minute [164]. Similarly, Facebook, the largest social media platform, sees 1.7 million pieces of new content every minute [164]. To filter through the deluge of content, and to keep audiences engaged, platforms frequently rely on personalization to surface content that each user would find most relevant. For example, YouTube personalizes videos for its users in the “Up Next” panel—which is designed to recommend additional videos that the user might be interested in, based on what they are currently watching [105]. On Facebook, users are presented with a “News Feed” of content, which is ranked to specifically surface the content that the user would find relevant, according to the platform’s metrics [125].

Beyond these massive platforms as well, personalization has essentially become an integral part of consuming the modern Internet. Search results, job recommendations, and targeted advertisements are all personalized, and are typically ranked by some notion of relevance of content to the user. This can often result in each user having a unique, catered experience, possibly vastly different from what other users are experiencing. Personalization can also be helpful in finding content that the users would actively engage with [50, 54], avoid content that is overly promotional [125] or low quality [105], and even improve diversity of users’ experiences [262].

However, the ubiquity of personalization also means it mediates our access to sensitive
domains of content. The same algorithms that determine whether we are interested in a pair of boots can decide if we should see a job opportunity, which political messages we should be seeing, or whether we would engage with clickbait. Therefore, alongside the utility of personalization (formally called recommender systems [26]), there are increasing concerns about the adverse user effects of these systems. For example, in video recommendation, YouTube’s system has been critiqued by the public [96], media [233], and scholars [233] for causing amplification of videos containing radical content. Research has found on multiple occasions that while a majority of users do not experience radical content, personalization does cater to the small minority of far-right users who engage with extremist videos [118, 121, 204]. In advertising—the topic of this dissertation—personalization is believed to be responsible for limiting access to high-paying job opportunities for women [52, 147], and exposing vulnerable users to ads that they find distressing [97, 100].

The adverse outcomes of personalization closely relate to broader issues of algorithmic bias and fairness in machine learning systems [22, 67, 111], where individuals or certain groups receive worse outcomes due to correlations learnt from data [30, 32, 133]. This is partly because recommending content, at its core, is about drawing inferences about users’ preferences, which opens up the potential for inferring stereotypes and undesirable biases [55, 101, 111, 130]. Optimizing for a user’s immediate engagement might not result in their long-term satisfaction or well-being [179, 193]; it could also be antithetical to social values and legal constraints in specific domains of content. Within such sensitive content domains, personalization could amplify pre-existing biases by unfairly distributing content across users. This unfairness could manifest either by excluding users from valuable information, or by including problematic content into their experience [174].

The harms of personalization. But can the unfair outcomes of personalization be harmful for users, and if so, how? Within advertising, consider how prior work has demonstrated that women are shown fewer high paying job ads than men on Google [52, 53]; and fewer STEM-related job ads on Facebook [147], despite clicking on them more often. This is potentially the result of associations the platforms have learnt in their pursuit to optimize for relevance, but it has the inadvertent effect of excluding women from economic opportunities. Not only is such discrimination illegal in the United States [231], it harms individual users by
limiting their career prospects.

Prior work also shows that personalization can optimize for individual vulnerabilities, such as optimizing weight loss ads for someone with an eating disorder [100], therefore exposing users to content that is either triggering, or facilitates unhealthy behaviors. Repeated exposure to such problematic content can lead to feelings of distress and a loss of autonomy, and has been likened to “slow violence” in recent sociotechnical work [100, 255]. Again, these effects are a byproduct of the system’s design to reach users who find such content relevant, even when that comes at the expense of harming their mental health.

These examples from prior work illustrate that the harms of personalization are not abstract, but are experienced by groups of people, and are quite tangible. When it is used to find the relevant audience for a local event or a sale, personalization carries no adverse user effects; but I argue that the same apparatus can end up harming users in certain domains of content.

As the harms of personalization become apparent, first, we need methods to better measure its adverse effects on users. Such methods can be used by engineers as well as policymakers to concretely understand the harms that users are experiencing. Second, we need to apply these methods to to specific content domains to understand how personalization could harm users, either by excluding them from valuable information, or by including problematic content into their experience [174].

The challenges of measuring harms. However, some key challenges to measuring personalization are that these systems are opaque [179], and online platforms are often resistant to being studied. Therefore, researchers wishing to study these systems have to do so without any privileged access, and without the platform’s cooperation. To measure the harms of personalization in this work, I rely on algorithm auditing—the process of testing whether an algorithmic system is biased or discriminatory without direct access to its internals [173].

An audit probes an algorithmic system with varied inputs and observes the outputs to identify systematic biased behavior against a subgroup of users or subjects. In the past, algorithm auditing has been used to measure racial disparities in facial recognition algorithms [30], find racial disparities in criminal risk assessment [157], investigate partisan bias in search systems [206], find problematic religious associations in language models [5],
among other things. Recent work in auditing, including the work in this dissertation, extends auditing to a sociotechnical setting as well, where users’ experience with the system are also measured through surveys [146]. One of the central challenges of this work is measuring the influence of personalization with only black box, external, access to these algorithms. Motivated by the emergent harms of personalization, and the need to measure them, the thesis of this work is:

*Personalization in online platforms can have adverse effects for users in sensitive content domains, and algorithm auditing methods can be used to measure these effects without privileged access to the platforms.*

Throughout this dissertation, I build novel methods to measure a diverse set of harms caused by personalization—such as discrimination in access to opportunities, political polarization, and overexposure to problematic content. I then employ these methods to conduct measurements for specific domains of content where personalization could be harmful—and where consumer protection might be necessary—such as jobs, housing, political information, and scams. I measure these harms using one of the Internet’s largest and richest personalization systems as a case study, Facebook’s targeted advertising platform.

### 1.1 Why study advertising?

Targeted advertising shares many similarities with other personalization systems, as well as differences that enable opportunities for measurement. Similar to other recommender systems, advertising relies on the relevance of each piece of content (ad) to the user. Platforms regularly claim their aim is to show users “relevant” ads: for example, Facebook states “we try to show people the ads that are most pertinent to them” [45]. Intuitively, the goal is to show ads that particular users are likely to engage with, even in cases where the advertiser does not know a priori which users are most receptive to their message. To accomplish this, platforms such as Facebook and Google build extensive user interest profiles and track ad performance to understand how different users interact with different ads. This historical data is then used to steer future ads towards those users who are most likely to be interested in them. However, in doing so, the platforms may inadvertently cause ads to deliver primarily
to a skewed or stereotyped set of users, an outcome that the advertiser may not have intended or be aware of, and one that could be harmful for users in certain domains of content.

In contrast to other recommender systems, advertising has three key differences that enable novel approaches for measurement. *First,* advertising systems allow specifying a target audience for each ad. Ad targeting and ad delivery are distinct steps of the advertising process—where the advertiser has more control in the former, but the platform’s personalization and optimization determine the ad’s audience in the latter phase. While the ad delivery depends on multiple mechanisms such as the advertiser’s budget, market competition, and ad quality, personalization plays a central role regardless. For instance, in Facebook’s system, the estimated action rate, defined as “an estimate of whether a particular person engages with or converts from a particular ad”, is one of the three main components that determine the outcome of an ad auction, alongside bid and ad quality [87]. This distinction between targeting and delivery can be exploited from a methodological standpoint to isolate the impact of personalization alone, as later chapters in this dissertation show.

*Second,* due to the advertiser-facing nature of the system, advertising platforms also provide fine-grained insights on each ad’s performance (e.g. reach, clicks etc.) These insights can be broken down along user attributes such as gender, geography, age etc., and be leveraged as a measurement instrument to understand the ad delivery phase. *Third,* ad platforms—often in response to users’ and regulators’ concerns—offer transparency mechanisms that help users understand why an ad was shown to them, and what data the platform has inferred about them. Facebook, for example, implements a “Why am I seeing this?” button next to each ad [83], which users can use to inspect the targeting that the advertiser originally specified. Similarly, in another transparency mechanism, Facebook (as well as Google) users are able to view and edit the *interests* inferred about them through the Ad Preference page [41]. These ad transparency tools, in addition to being helpful for users, provide user-facing information about the ad targeting phase, which can be leveraged in an observational setting to disentangle the effect of personalization from targeting in real-world ads.

Taken together, the methodological affordances of advertising provide a vantage point to study the harms of personalization in general, and a better understanding of how these effects could permeate to other systems. Additionally, unlike relying on automated browsers [116] and artificial user profiles [118] to measure personalization, the ability to specify a target audience
Figure 1.1: High level infrastructure of a targeted advertising platform. (a) The advertiser specifies a (b) target audience for (c) an ad; (d) the ad platform delivers it to the (f) actual audience it judges most relevant based on its internal personalization mechanisms. Advertisers are shown (e) advertiser insights about ad delivery; users are shown (g) ad transparency explanations for why they were shown an ad. Solid lines show inputs into the system that I leverage, dashed arrows indicate outputs from the platform, green charts show points in the pipeline where I collect data in this dissertation.

of real users and to inspect the ad targeting of real-world ads provides broad ecological validity. While I focus on Facebook in this dissertation, the kinds of advertising studied here, and the methods in this dissertation, are easily extensible to other advertising systems. Figure 1.1 shows a high level infrastructure of modern advertising platforms, and highlights the mechanisms that we leverage to conduct our measurements. Section 2.4 describes these components in detail.

Facebook’s advertising system, in particular, is the second-largest online advertising platform on the Internet in terms of market share and number of users [124]. It is also a market leader in introducing new advertising methods, such as custom audiences and lookalike audiences [85], which are subsequently adopted by other platforms, such as Twitter (rebranded now to X), LinkedIn or TikTok [154, 229, 234]. Moreover, owing to the complete profiles users create on Facebook, and the cross-web presence of Facebook’s tracking pixels [172], the platform has some of the richest user profiles that advertisers can use. Therefore, findings on Facebook are indicative of how a sophisticated personalization platform affects users, and
may also be applicable to other ad platforms.

The domains I study in this dissertation include employment, housing, political ads, as well as ads perceived as problematic by users themselves. For each of these domains, the nature of user harm differs. Employment and housing are legally protected, and limiting access to these opportunities based on gender and race can result in charges of discrimination in the United States. Political ads, on the other hand, have fewer legal protections, but personalizing such content can reduce the diversity of political discourse and give advertising platforms undue power in the democratic process. Finally, users’ own description of problematic ads uncovers content that they themselves find untrustworthy—such as deceptive and scam advertising, clickbait, and ads for individual vulnerabilities such as addictions. Being overexposed to these problematic ads, especially for vulnerable users, can affect users psychologically, or lead to financial and personal information loss [123].

1.2 Thesis Contributions

The highest level contributions of this work include (a) experimental and observational methods to measure the effect of personalization in targeted advertising; (b) application of these methods to domains where personalization could harm users, resulting in (c) concrete measurements of the harms of personalization in Facebook’s advertising system. Below, I list the contributions for each content domain in more detail.

1.2.1 Gender and racial biases in job and housing ads

I conduct the first large-scale measurement of algorithmic biases that affect job and housing ads on Facebook, specifically how these ads can be skewed along gender and race due to the platform’s optimizations. I design novel methods to isolate the effect of each component of an ad (image, text, URL etc.) on the eventual delivery. I then run dozens of ad campaigns as controlled experiments, and use Facebook’s advertiser insights to measure skews that are introduced along gender and race of users. My results show drastic effects on job ads due to personalization: for example, real ads for janitor jobs skew on average to an audience that is nearly 75% female, and nearly 60% Black, compared to ads for jobs in the lumber
industry, which skew to an audience over 90% male and nearly 75% white. These effects arise despite targeting the same candidate set of users, and specifying the same budget. I argue that these differences are problematic, as they could enable potentially illegal discrimination, since housing, credit and employment opportunities are protected under U.S. law [1–3, 231]

1.2.2 Ideological biases in political ads

I then measure the impact of personalization on political advertising. I extend the methodology for measuring race and gender skews, to measure skews along political leaning of the targeted users. I run real ads for candidates in the U.S. 2020 Presidential elections (Donald Trump and Bernie Sanders), targeted to voters in several locations within the U.S., to measure the impact of personalization in skewing, or rather limiting, the reach of these ads. My experiments show how ads trying to reach users that do not align with the candidate's political leaning, both reach fewer users than ads for the aligned candidate, and have to pay a price premium of up to 300% more than the aligned candidate. It is important to emphasize that these differences are due to relevance judgments made by the platform’s personalization (ad delivery) algorithms, since my methodology is designed to control for all advertiser-dependent variables in experiments. My results provide a precise quantification of the influence personalization can have in delivering political ads. I argue that skews along political leaning are harmful to political advertising online, as it yields significant power to opaque personalization systems in making decisions about important public political messages.

1.2.3 Disparate user experiences with problematic advertising

With an understanding of personalization’s role in Facebook’s system overall, I turn to investigate variances in individual experiences, as seen by users themselves. I create a browser extension capable of collecting ads and targeting data through Facebook’s transparency tools, and recruit a panel of active Facebook users to contribute their data for several months. The goal of this effort is to longitudinally observe the real-world experiences of multiple users, and to investigate if some users have a disparately large exposure to problematic ad types. Through participant surveys, I find that clickbait, scams, and sensitive content types such as
weight-loss, finance and alcohol are considered problematic by users. Modeling the distribution of problematic content over users shows that they are disproportionately shown to a small subset of the panel. I also find that older participants are more likely to see deceptive and clickbait ads, and Black participants are also more likely to see clickbait ads. Inspecting the ad targeting data shows that while advertisers of clickbait target older participants actively, even when they do not, personalization skews these ads towards them. Therefore, I find evidence that personalization is partially responsible for overexposing vulnerable users to problematic content. Through this measurement, I also construct a dataset of over 85,000 unique ads and their targeting data that would support future research in this area.

1.2.4 Publications

Parts of this dissertation have been published as the following full-length conference publications. An asterisk denotes equal authorship.


Work from this dissertation also appears in the following peer reviewed short papers:

CHAPTER 1. INTRODUCTION


1.2.5 Ethics

All of my experiments and data collection was conducted with careful consideration of ethics about the users and online platforms involved. All of the studies in this dissertation obtained Institutional Review Board (IRB) review from Northeastern University. Two studies (IRB #18-11-13 and #19-05-01) were marked as “Exempt” by the IRB due to not involving human subjects directly and only computing aggregate statistics. One study in this dissertation which involved surveys and human participants’ data (IRB #20-10-11) was reviewed and formally approved by the IRB.

Beyond a formal approval, I also make sure to minimize harm to users and platforms in our methodology. When running experiments (ads), I never target ads in a discriminatory manner, and never expose users to harmful content. All ads for job, housing and political information actually link to websites that are truthful about the advertised content. When collecting user data, we give informed consent and strictly limit access to the data to just the research team. Within Chapters 4, 5 and 6, I provide more details about the specific ethics considerations for each study on a more fine-grained level.

**Positionality Statement.** I am a scholar of computer science, which might consciously or subconsciously impact my interpretation of the social science themes in this dissertation, such as discrimination and technological harms. Moreover, I am a South Asian (Pakistani) man, which likely affects my understanding of gender, race, ethnicity, and other demographic attributes that are studied here. I have tried, to the best of my ability, to be respectful and cognizant of the users’ identities I study. However, I acknowledge that my gender and ethnic positionality may cause me to not fully understand some nuances.
1.3 Outline

The remainder of this thesis is organized as follows. I first provide necessary background about personalization in general and Facebook’s advertising system in particular in Chapter 2. I also describe the technical tools that I use within Facebook’s platform to conduct my measurements. In Chapter 3, I summarize prior work that studies discrimination and other harms in personalization, and situate this dissertation within the literature.

Chapter 4 describes how I exploit the advertiser insights provided by Facebook to conduct the first algorithm audit of employment and housing advertising on Facebook. I describe the methods and experimental design in detail, and present measurement results gained from these experiments. Chapter 5 describes my work measuring political advertising on Facebook, specifically how personalization can produce skews along political leaning, which can lead to differential pricing for political candidates. I describe the novel methods I build to isolate the role of personalization, and present results from a measurement study done during the 2020 U.S. presidential election season. In Chapter 6, I present my work on studying individual user experiences with problematic advertising. I describe the methods I use to recruit participants and survey them about their ads to find what they find problematic. I then present measurements on the distribution of problematic content across participants, and discuss the role of personalization in exposing users to such ads. Each chapter concludes with a discussion of the harms uncovered, and recommendations from a technical and policy standpoint to mitigate those issues.

Chapter 7 concludes this dissertation by providing a high level discussion of all the results in this body of work. I also discuss future research directions resulting from the work presented here, and note limitations and opportunities that future work can address.

Since large parts of the work presented here was done with collaborators, in the remainder of this document, I use the collective pronoun we to discuss the work.
Chapter 2

Background and Definitions

This chapter describes necessary background on personalization and the advertising ecosystem. We also describe tools within Facebook’s advertising system that are used throughout this dissertation.

2.1 Personalization and Recommender Systems

Personalization is implemented in online platforms through algorithms known as recommender systems. The core problem in recommender systems, a rich subdiscipline of machine learning, is to recommend items to users based on previous items they’ve liked, or users similar to them have liked. The two broad ways of solving this problem is either through content filtering or collaborative filtering [138]. Collaborative filtering (CF), in particular, has been extremely popular because of its general applicability as a modeling approach. CF approaches are powerful in that they rely on past data, and therefore automatically capture user preferences and item characteristics based on the principle that similar people like similar items.

Especially common are embedding or matrix factorization techniques for collaborative filtering [111]. In this setting, a recommender system learns a vector representation for each item and user; then users are recommended the items with feature vectors most similar to their own (e.g., the items that maximize the inner products between the representations) [111, 138, 159, 211]. Beyond matrix factorization approaches, contrastive learning and other representation learning approaches (e.g. “two tower” neural networks) are also used [156,
The commonality behind many of these CF approaches, however, remains that they learn vector representations that maximize a notion of relevance between users and items.

However, large personalization systems (such as Facebook’s advertising system) are often a combination of several smaller recommender systems [179]. These smaller systems often deal with different steps of the pipeline, one model might be generating candidates for recommendation, while another might be predicting the relevance of each candidate to the user to construct a ranking [50, 125]. Within advertising, auction models are also involved in the mix [180]. In this dissertation, we refer not to an individual recommender system, but the combination of all systems used in a pipeline as the larger personalization system. While our focus in this dissertation is advertising, due to the algorithmic approaches shared across recommender systems, these methods can be used to audit and measure other personalization systems as well.

2.2 Facebook

Facebook (https://facebook.com), founded in 2004, is a social media website and app that allows staying connected with friends through text posts, images, videos, and messaging. As of 2023, it is the largest social media platform on the Internet, with over 2.9 billion active users [188], which means approximately 35% of the world’s population uses the platform. Facebook’s parent company, Meta, also owns the world’s most popular photo sharing app, Instagram. Meta’s core revenue stream is through advertising across its family of apps. Ads are presented as posts within a unified news feed of content, which includes posts from friends, pages followed by the user, as well as advertisers (marked with “Sponsored” at the top). Advertising on Facebook is particularly successful because of its access to rich content posted by users, which in turn is used to infer attributes and behaviors about the users, which then are provided to advertisers to target ads [78].
2.3 Online Behavioral Advertising

Online advertising, and in particular, targeted advertising, supports much of the modern Internet’s business model. It is now an ecosystem with aggregate yearly revenues close to $100 billion [57]. Due to the volumes of user data collected by modern social media sites (Facebook, Twitter), search engines (Google, Bing), and content sharing sites (YouTube, TikTok), these platforms are able to build fine-grained profiles on users’ interests and behaviors. Platforms then regularly rely on inferring users’ interests, and providing advertisers with an interface for these interests, to enable precise targeting of ads based on users’ behaviors. This infrastructure often acts as the economic backbone of modern web platforms, allowing them to operate for free. When asked in his 2018 testimony before Congress how Facebook remains free, Mark Zuckerberg, the CEO, famously replied, “Senator, we run ads.” [214]

The contextual advertising ecosystem, such as that enabled by Google, is a complex set of interactions between ad publishers, ad networks, and ad exchanges, with an ever-growing set of entities involved at each step allowing advertisers to reach much of the web [23]. In contrast, social media platforms such as Facebook and Twitter run advertising platforms that primarily serve a single site, presenting ads in a consolidated feed of content. These platforms serve both as a publisher (as they have ad inventory on their site), and the ad network (as they accept ads from advertisers). In this thesis, we focus on social media advertising, specifically Facebook, but our results may also be applicable to more general contextual advertising on the web, as it also relies on methods to determine relevance of ads to users.

2.4 Facebook’s Advertising System

Facebook’s advertising platform, in particular, is one of the most data-rich and sophisticated platforms on the internet. Its billions of users, who often sign up with complete personal profiles, alongside the cross-web presence of Facebook’s tracking infrastructure [172] make it a market leader within the social media advertising space and second-largest advertising platform on the Internet overall [124]. This section details the specific design of Facebook’s advertising system.


2.4.1 Ad Creation

Ad creation refers to the process by which an advertiser submits their ad to the Facebook ad platform. During this stage, advertisers provide the contents of the ad—including the images, videos, text, headline, and destination link collectively called the ad creative—and specify the target audience of users on the platform to whom they wish the ad to be shown (see §2.4.2). Each ad placed on Facebook must be linked to a Page; advertisers are allowed to have multiple Pages and run ads for any of them. Advertisers often run many ads that are related; collectively, these are called an ad campaign.

Before submitting an ad campaign, advertisers also specify an objective, i.e., what they want to achieve with the campaign and the ad budget they are willing to spend to achieve that objective. For ads linking to an external website, the advertiser can provide a traffic destination to send the user to if they click (e.g., a Facebook Page or an external URL); if the advertiser provides a traffic destination, the ad will include a brief description (auto-generated from the HTML meta data) about this destination. Examples showing all of these elements are presented in Figure 2.1. After creation, the ads then enter a review process to be approved to run on the platform, where automated systems and moderators ensure it follows the platform’s content and ad targeting policies [250]. Below, we describe each of these early steps of creating an ad campaign in detail.

Objective. When creating ad campaigns, Facebook provides advertisers with a number of objectives to choose from when placing an ad [38]. Common objectives include “Reach” (showing the ad to as many users as possible), “Traffic” (showing the ad to the users most likely to click), and “App Installs” (showing the ad to the users most likely to install the advertiser’s app).

Within each objective, advertisers must also specify an optimization event, indicating how Facebook should achieve their objective. For the “Reach” objective, the available optimizations are “Reach” (the default, showing ads to as many users as possible) and “Impressions” (showing ads as many times as possible). For the “Traffic” objective, the available optimizations are “Link Clicks” (the default, showing ads to the users most likely to click), “Landing Page Views” (showing ads to the users most likely to click and visit the destination page), “Daily Unique Reach” (showing ads to users most likely to click, at most
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per day), and “Impressions” (showing ads to the users most likely to click, but maximizing the number of impressions). Similarly “Conversion” optimizes for sales generated by clicking the ad. For each objective, the advertiser bids on the objective itself, e.g., for “Reach”, the advertiser would bid on ad impressions. The bid can take multiple forms, and includes the start and end time of the ad campaign and either a lifetime or a daily budget cap. With these budget caps, Facebook places bids in ad auctions on the advertisers’ behalf.

**Bidding, budget and billing.** When creating an ad, the advertiser also must tell Facebook their bid, which takes the form of an *ad budget*. These budgets are either a daily or lifetime budget for the ad, allowing Facebook to spend the advertiser’s money between and within auctions according to an algorithm that is not publicly known. Facebook only says: “Facebook will aim to spend your entire budget and get the most 1,000 impressions using the lowest cost bid strategy” for the “Reach” campaign-level objective, and “Facebook will aim to spend your entire budget and get the most link clicks using the lowest cost bid strategy” for the “Traffic” campaign-level objective [87]. An optional “Bid Control” (maximum bid in each auction) and “Cost control” (the average cost per link click) are also available for the “Reach” and “Traffic” campaign-level objectives, respectively. When using the interface, Facebook also provides advertisers with an “Estimated Daily Reach”, which Facebook defines as the estimated number of users who would be exposed to an ad given the targeting criteria and budget; this feature helps advertisers with an understanding of how far their budget will go for the selected audience. Although the bid and cost control options are offered, without the knowledge of the auction, they are difficult to set effectively, and therefore, it is natural to only specify a budget and rely on Facebook to do the bidding. Advertisers can optionally specify a per-bid cap as well, which will limit the amount Facebook would bid on their behalf for a single optimization event.

How the advertiser is actually charged for their ad campaign depends on the objective. For “Reach”, the advertiser is charged per impression; for “Traffic” the advertiser is also charged per impression unless the optimization is “Link Clicks” (in which case the advertiser can choose to be charged *per click* if they wish).

Finally, if the advertiser chooses the “Reach” objective and “Reach” optimization, they are allowed to specify a *frequency cap*, which allows them to set the maximum number of
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Figure 2.1: Components of an ad creative on Facebook: (1) the ad text, entered manually by the advertiser, (2) the images and/or videos, (3) the domain, pulled automatically from the HTML *meta* property *og:site_name* of the destination URL, (4) the title, pulled automatically from the HTML *meta* property *og:title* of the destination URL, and (5) the description from *meta* property *og:description* of the destination URL. The title and description can be manually customized by the advertiser if they wish.

impressions a single user would see over a specified number of days. We use this feature later in Chapter 5 to force Facebook to deliver our ads to many users in our audience.

2.4.2 Ad Targeting

Facebook provides a wide variety of targeting (or audience selection) options [14, 15, 103, 222]. In general, these options fall into a small number of classes:

**User demographics.** At the simplest level, advertisers can target based on users’ demographics attributes, such as their age, gender, location, and language. This information is usually self-reported by users at the time of profile creation, and therefore often has a high degree of accuracy. While Facebook’s minimum age for signing up is 13, advertisers can only
target over the age of 18.

**Inferred user attributes.** Facebook pioneered, and continues to market ways for advertisers to target its users via *user attributes* [222]. Targetable attributes cover a variety of aspects of users’ lives, ranging from interests to online activity and even offline information, often acquired without users’ explicit consent or knowledge. User attributes can include sensitive information as well, e.g. in the context of politics, Facebook derives attributes that indicate whether users are “interested in” various political candidates (e.g., Donald Trump, Elizabeth Warren), as well as more general attributes about user behaviors, such as “Likely engagement with US political content (Conservative)” or “Likely engagement with US political content (Liberal)”. The exact methodology by which Facebook infers such attributes is not disclosed, but likely involves profile data provided directly to Facebook, data from activity on Facebook (e.g., “Liking” Pages or explicit or implicit patterns of interaction with particular content), inferences based on attributes of a user’s friends, and data inferred from users’ behavior off of Facebook. These inferences can also be made based on a variety of sources beyond the Facebook website and app, including Facebook Pixel tracking [172], app data sharing [40], third-party data brokers [244], and location data [90]. Recent work has shown that Facebook offers over 1,000 well-defined attributes and hundreds of thousands of free-form attributes [222].

**Custom audiences.** Facebook also allows advertisers to target users directly using their personally-identifiable information (PII) via a tool called *Custom Audiences* [243]. These PII-based audiences are directly tied to a user’s identity rather than being inferred from their behavior. Using Custom Audiences, advertisers can upload up to 15 different kinds of PII to Facebook, ranging from names to email addresses to phone numbers to dates of birth. Often, advertisers will upload files with a mix of PII, such as separate columns for email addresses, phone numbers and zip codes, to enable multiple attributes for matching. Facebook then matches these values against their database in order to build an audience for the advertiser; the advertiser is then allowed to target their ads to just the users who match. Beyond Facebook, other platforms such as Google, Twitter, and Pinterest all provide similar features; these are called *Customer Match* [119], *Tailored Audiences*, and *Customer Lists* [186], respectively.
Lookalike audiences. Facebook also enables finding “similar” users to those who they have previously selected. This can be done via a tool called Lookalike Audiences, where advertisers can specify a source custom audience, and ask Facebook to essentially expand this list with users who have similar interests. In building a lookalike audience, the platform “identif[ies] the common qualities of the people in it” and creates a new audience with other people who share those qualities [85]. Other platforms also offer similar features, Google and Pinterest, for example, offer Similar Audiences [107] and Actalike Audiences [196] respectively, by starting with a source Custom Audience they had previously uploaded; Facebook then “identif[ies] the common qualities of the people in it” and creates a new audience with other people who share those qualities [85].

Advertisers can often combine many of these features together, for example, by uploading a list of users’ personal information and then using attribute-based targeting to further narrow the audience.

2.4.3 Ad Review

Once the ad creation phase is complete, and before the ad enters the ad delivery phase, it is submitted to Facebook for review. Similarly, most ad platforms have a review process, consisting of a combination of automated and manual review, to prevent abuse or violations of their advertising policies [31, 250]. We observed throughout this dissertation that most of our Facebook ads were approved within 30 minutes, some spent hours in review, and a few were never approved. The criteria and internal mechanisms for approval are not entirely clear, and precise reasons for why certain ads are rejected are not given. In this work, we only report on experiments where all necessary ads were approved before their scheduled start time.

Once an ad passes review, it enters the ad delivery phase, where it participates in auctions for user impressions that Facebook (in its personalization mechanisms) considers relevant for the ad.
2.4.4 Ad Delivery

Ad delivery refers to the process by which the Facebook ad platform selects which ads get shown to which users. For every opportunity to show a user an ad (e.g., an ad slot is available as the user is browsing the service), the ad platform will run an ad auction to determine, from among all of the ads that include the current user in the audience, which ad should be shown.

In practice, however, the ad delivery process is somewhat more complicated. First, the platforms try to avoid showing ads from the same advertiser repeatedly in quick succession to the same user; thus, the platforms will sometimes disregard bids for recent winners of the same user. Second, the platforms often wish to show users relevant ads; thus, rather than relying solely on the bid to determine the winner of the auction, the platform may incorporate a relevance score into consideration, occasionally allowing ads with lower bids but more relevance to win over those with higher bids. Third, the platforms may wish to evenly spread the advertiser budget over their specified time period, rather than use it all at once, which introduces additional complexities as to which ads should be considered for particular auctions. The exact mechanisms by which these issues are addressed are not well-described or documented by the platforms. However, we can gain an understanding about the role of personalization in this phase through a better understanding of the auction process.

Facebook’s ad auction. Ad platforms routinely use ad auctions to select which ads to show to users. Historically, this auction took only the advertiser’s bid price into account [64]; modern platforms like Facebook, however also consider other features such as the overall performance of the ad and the platform’s estimate of how relevant the ad is to the browsing user [87, 216]. Facebook says as much in its documentation for advertisers [87]:

[W]e subsidize relevant ads in auctions, so more relevant ads often cost less and see more results. In other words, an ad that’s relevant to a person could win an auction against ads with higher bids.

Facebook explains that it measures relevance as a composite of estimated action rates (“[an] estimate of whether a particular person engages with or converts from a particular ad”) and
ad quality (“[a] measure of the quality of an ad as determined from many sources including feedback from people viewing or hiding the ad”) [87].

Facebook defines “Estimated action rates” as “how well an ad performs”, meaning whether or not users in general are engaging with the ad [37]. They define “Ad quality and relevance” as “how interesting or useful we think a given user is going to find a given ad”, meaning how much a particular user is likely to be interested in the ad [37].

Thus, it is clear that Facebook attempts to identify the users within an advertiser’s selected audience who they believe would find the ad most useful (i.e., those who are most likely to result in an optimization event) and shows the ad preferentially to those users. Facebook says exactly as such in their documentation [36]:

During ad set creation, you chose a target audience ... and an optimization event ... We show your ad to people in that target audience who are likely to get you that optimization event

Facebook provides advertisers with an overview of how well-matched it believes an ad is with the target audience using a metric called relevance score, which ranges between 1 and 10. Facebook says [45]:

Relevance score is calculated based on the positive and negative feedback we expect an ad to receive from its target audience.

Facebook goes on to say [45]:

Put simply, the higher an ad’s relevance score, the less it will cost to be delivered. This is because our ad delivery system is designed to show the right content to the right people, and a high relevance score is seen by the system as a positive signal.

In short, the personalization algorithms that Facebook employs play a significant role in determining which users see which ads. Essentially, the platform makes its own judgment about which ads are likely to be “relevant” to particular users, its own judgement of how to bid on an advertiser’s behalf and distribute the specified budget among auctions, and possibly other considerations connected to its business interests. This role—in the context of
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sensitive domains of ads—is the key phenomenon that this dissertation seeks to explore in its experiments.

2.4.5 Statistics and Reporting

While the ad campaign is active, Facebook provides advertisers with a feature-rich interface [79] as well as a dedicated API [44] for both launching ads and monitoring those ads as they are in ad delivery. Both the interface and the API give semi-live updates on delivery, showing the number of impressions and optimization events as the ad is running. In particular, Facebook reports the impressions (the number of times the ad was shown), the reach (the number of unique users who saw the ad), the clicks (the number of times users clicked on the ad), and the spend (how much money was spent), among other performance insights. Advertisers can also request this data be broken down along a number of different dimensions, including age, gender, and location (such as city or Designated Market Area [182]). Notably, the interface and API do not provide a breakdown of ad delivery along racial lines or political leaning. Thus, analyzing delivery along racial lines or political leaning—which is the subject of Chapter 4 and Chapter 5 respectively—necessitates development of a separate methodology that we describe in the respective chapters.

2.4.6 Platform Policies

To maintain the health of its platform, Facebook implements policies on both the content that is allowed, as well as the targeting of ads.

Content policies. Several types of sensitive content have varying level of restrictions on Facebook’s platform. For example, ads that are deceptive or misleading, sexually suggestive, contain misinformation, or vaccine discouragement are prohibited [168]. Other ads such as those for financial products, over-the-counter or prescription drugs, alcohol and dating have specific content-specific restrictions, and require additional verifications or targeting restrictions in order to be approved. Ads for alcohol, for instance, cannot be targeted to users under 21 in the United States; similar policies are enforced for other countries as well. However, despite the breadth of content policies, there can still be gaps in enforcement, partially due
to the changing landscape of problematic content (e.g. the surge of vaccine misinformation content during COVID-19), and also due to challenges in automated moderation [149].

**Anti-discrimination rules.** In response to issues of potential discrimination in online advertising reported by researchers and journalists [16], Facebook currently has several policies in place to avoid discrimination for certain types of ads. Facebook has also built tools to automatically detect ads offering housing, employment, and credit, and pledged to prevent the use of certain targeting categories with those ads. [128]. Additionally, Facebook relies on advertisers to self-certify [46] that they are not in violation of Facebook’s advertising policy prohibitions against discriminatory practices [80]. More recently, in order to settle multiple lawsuits stemming from these reports, Facebook no longer allows age, gender, or ZIP code-based targeting for housing, employment or credit ads, and blocks other detailed targeting attributes that are “describing or appearing to relate to protected classes” [42, 59, 185]. The latter can be the result of relevance algorithms significantly skewing the the actual audience such that this audience is very different from the eligible audience an advertiser intended to reach. As a result, Facebook in particular has implemented novel systems in response to legislative pressure [167] to minimize variance between eligible and actual audiences, in an effort to ensure fairer delivery of particular ads.

**Transparency.** Driven by pressure from the public and regulators, Facebook (alongside other ad platforms) has introduced transparency mechanisms to help users understand the data that is collected about them and the content they are shown. One tool that Facebook provides is the *Ad Preferences* page, which allows users to see all the interests and behaviors inferred about them [41]. Through this interface, users can remove annoying or problematic inferences that the personalization system has made to gain more autonomy in their online experience—even though the efficacy of these changes has been questioned in recent case studies [97].

Another mechanism that Facebook provides is allowing users to inspect how a specific ad reached them [14, 83]. Through the “Why am I seeing this?” option, users can see the targeting parameters specified by the advertisers that they match against. However, they are only able to see the attributes that they matched, and not the advertiser’s full targeting specification. We exploit this mechanism later in Chapter 6 to isolate the role of
personalization by observing real users’ ads. For political ads in particular, which have been the subject of many policy debates, Facebook also provides a public *Ad Library* that shows all currently running political ads as well as an archive of all past ads [77].
Chapter 3

Related Work

In this chapter, we detail related work from multiple disciplines of computer science—including fairness in artificial intelligence, human-computer interaction, as well as security and privacy—that this dissertation builds upon.

3.1 Algorithm Auditing for Fairness

Following the ubiquity of algorithms and data-driven software systems in daily life, a growing community has formed around investigating their societal impacts [208], investigating their fairness, accountability and transparency. Questions in this emerging domain often relate to the formal study of algorithmic fairness [62], explainability for algorithmic decisions [145, 205], as well as auditing of algorithmic systems [93, 173].

Typically, in algorithm auditing, the algorithms under study are not available to outside auditors for direct examination; thus, most researchers treat them as “black boxes” and observe their reactions to different inputs [173]. Among most notable results, researchers have shown price discrimination in online retail sites [115], gender discrimination in job sites [48, 116], stereotypical gender roles re-enforced by online translation services [27] and image search [133], disparate performance on gender classification for Black women [30], and political partisanship in search results [56, 144, 206]. Although most work has focused exclusively on the algorithms themselves, recently researchers began to point out that auditors should consider the entire socio-technical systems that include the users of those algorithms,
an approach referred to as “algorithm-in-the-loop” [109, 210] or “sociotechnical audits” [146].

3.2 Targeted Advertising

Advertising systems have been investigated previously to understand the harms they might cause for users, such as enabling discrimination, privacy leaks, amplifying misinformation, and others.

3.2.1 Discrimination in Advertising

One of the earliest studies identifying the potential for discrimination in advertising came from Sweeney [225], empirically showing that searching for African-American names was more likely to return ads for background-checking websites, compared to searching for European-sounding names. Datta et al. [52] expanded the result, showing through randomized controlled experiments, that setting a participant’s gender to female led to seeing fewer ads for executive career coaching in Google’s advertising system. Furthermore, Datta et al. also train a classifier to predict which demographic group the ads belong to, and establish through permutation testing that the differences learnt by the classifier were significant — suggesting a causal connection between gender and the career coaching ads [52, 53]. While the opacity and complexity of personalized advertising on Google makes it challenging to pinpoint the exact reason of these differences, prior work has attempted to explain them. On Facebook, Lambrecht et al. ran a series of ads for STEM education and found they were consistently delivered more to men than to women, even though there are more female users on Facebook, and they are known to be more likely to click on ads and generate conversions [147]. Factors such as advertiser targeting or manual curation might be an explanation for these differences, but optimizations done for better personalization (often resulting from user behavior) could also clearly be a contributing factor [53].

The magnitude of bias that personalization itself can cause has been highlighted in the literature recently; studies that investigate the bias in ad targeting attributes (used by advertisers) provide a window into these differences. For Facebook’s advertising, prior work has shown the extent of demographic skew that can exist simply during the targeting of the
ad, by using custom audiences [223], or by using location [90, 140]. This leads to potential for discrimination on the advertiser’s end, where even if racial targeting is prohibited, they can choose features that have high correlation with race to achieve discriminatory ad delivery [223]. The potential to combine these high correlation targeting attributes to compound their effects has also been documented for major platforms like Facebook, Google, and LinkedIn [241]. This leads to situations where malicious advertisers have access to tools that enable discriminatory ads, and sincere advertisers might be unaware of how biased their audiences are to begin with.

### 3.2.2 Advertising Transparency

In parallel to the developments in detecting and correcting unfairness, researchers have conducted studies and introduced tools with the aim of increasing transparency and explainability of algorithms and their outcomes. For example, much attention has been dedicated to shedding light on the factors that influence the targeting of a particular ad on the web [68, 150, 151, 192] and on specific services [52, 253].

Focusing on Facebook, Andreou et al. investigated the transparency initiative from Facebook that purportedly tells users why they see particular targeted ads [14]. They found that the provided explanations are incomplete and, at times, misleading. Venkatadri et al. introduced the tool called “TREADS” that attempts to close this gap by providing Facebook users with detailed descriptions of their inferred attributes using the ads themselves as a vehicle [242]. Further, they investigated how data from third-party data brokers is used in Facebook’s targeting features and—for the first time—revealed those third-party attributes to the users themselves using TREADS [244]. Similar to other recent work [184], Venkatadri et al. found that the data from third-party data brokers had varying accuracy [244].

### 3.2.3 Political Advertising

Prior work, conducted mostly in the form of laboratory experiments, indicated high efficiency of written persuasion personalized to the psychological profile and motivation of the recipient [120, 175]. More recently, Matz et al. conducted a large-scale experiment in which they showed that Facebook ads tailored to individual’s psychological characteristics yielded
higher click-through and conversion rates compared to non-personalized ads and mismatching ads [161]. Matz et al. relied on the mechanism first documented by Kosinski et al.: that personality traits of an individual can be accurately inferred from the content that they “Like” on Facebook [141]. Based on that work, they found interests that most correlated with high and low extraversion, as well as high and low openness, then used the detailed targeting functionality on Facebook ad platform to target people who “liked” those interests. Other researchers, in response, pointed out that the unknown optimization mechanisms employed by Facebook might obfuscate the measurement of effectiveness of these personalized ads [63]. Matz et al. refuted these criticisms [162], but work in this dissertation (Chapter 5) indicates that Facebook does, indeed, further refine even precisely targeted audiences, introducing demographic and political biases in the reached audiences, beyond those intended by the advertiser.

**Filter bubbles.** The extent, or even the existence, of the filter bubble effect has been a point of contention both in academia and in popular media. After the initial reports by Eli Pariser [191] scholars have attempted to measure the phenomenon in services including Google Search [94, 114], Google News [113], and Facebook [21]. However, the observed differences could often be explained by user location differences (in the case of Google Search) or attributed to an individual’s choice of friends to follow (in the case of Facebook), rather than stemming from algorithmic personalization of an individual’s experience. Furthermore, Bail et al. warn against overexposing users to messaging from politicians they do not support as it appears to increase, rather than decrease their partisanship [19].

This dissertation, specifically Chapter 5, provides further evidence that the filter bubble effect is pronounced in the ads users are exposed to; we show that attempting to “burst” the political advertising filter bubble can prove expensive, especially for smaller advertisers. We are the first to study the filter bubble effect due to ad delivery aspects of political messaging; prior work on filter bubbles for political content focused on possibilities of disparate treatment of organic rather than sponsored content or disparate treatment during other parts of the process, such as during the ad review stage [12, 142].
3.2.4 Problematic Advertising

Communication and psychology literature have long explored how traditional mass media (e.g., print, TV, radio) expose consumers to problematic content. Social science theories such as cultivation theory (how exposure to content may influence people's thoughts and behaviors [198]) and agenda-setting theory (how content can be used to shape and filter a consumers’ reality [215]) posit ways in which harmful media can produce negative outcomes for consumers. Empirical observations under these frameworks include how violent media teaches violent behaviors (e.g., [218]); how drug usage in media promotes drug usage in viewers (e.g. [247]); how bigoted media reinforces prejudice (e.g., [29, 246]); and how exposure to idealized body images can lead to body image issues (e.g., [17, 197, 240]).

Within advertising as well, prior work has investigated the potential for advertising to expose users to problematic content. This is particularly important, since ad platforms often self-regulate, and set their own policies to define which advertising content they do or do not allow on their sites [106, 168]. These policies are often updated at the platform’s discretion, or in response to the changing landscape of problematic content. For instance, social media platforms expanded their definitions of harmful content following the proliferation of misinformation related to the COVID-19 pandemic in 2020 [20]. But despite policies and detection tools that aim to limit problematic content, ads that users find problematic still have a significant presence on popular sites [259] due to both policy inadequacies [158, 190] and technical challenges of catching such content [213]. Recent work has investigated user opinions of problematic content as well; Zeng et al. develop a taxonomy on what users think are the worst qualities of “bad” ads [259, 260], finding that people have consistent reasons of disliking ads, and are particularly likely to dislike ads described as “deceptive,” “clickbait”, “ugly” and “politicized”. Related work has also found that people struggle to identify deceptive ads [256], which can lead to harmful outcomes like software attacks [183, 257]. Additionally, those who suffer from certain mental health disorders or trauma may also experience negative psychological and physical consequences from ads that target these conditions [100].
3.2.5 The Harms of Advertising

An emergent line of work also looks at the concrete harms of advertising—Gak et al. [100] and Wu et al. [255] specifically explore how it relates to Rob Nixon’s notion of “slow violence” from the study of environmentalism [187]. Gak et al. find through unstructured interviews with participants who had an eating disorder that repeated exposure to weight-loss ads caused significant mental distress. Their interviews establish that psychological distress and a loss of autonomy are concrete harm that users of advertising can experience. Wu et al. [255] also note how the surveillance capitalism [264] enabled by advertising, which leads to the normalization of people’s discomfort. Through surveys of multiple participants who describe being harmed by ads, they build a taxonomy of advertising’s harms: psychological distress, loss of autonomy, constriction of user behavior, and algorithmic marginalization.

In an alternate line of work, Milano et al. [174] argue that advertising is harmful because of the epistemic fragmentation it creates. In their conception, ads are not only harmful because of the content they contain, but also due to the omission of valuable content (e.g. job opportunities) from users. Further, they propose that ads can be harmful universally (e.g. misinformation), as well as contextually, such as when it targets an individual vulnerability.

3.3 Bias and Polarization in Personalization

Within the Recommender Systems community, specifically within the rich multi-armed bandits literature [163, 217, 227], multiple approaches have been proposed to implement fairness and reduce polarization in personalization. Joseph et al. [131] formally introduce the notion of fairnes in bandit optimization, with a particular focus on situations where the algorithm might be choosing between different demographic groups for a decision. Their fairness algorithm focuses on merit, enforcing at each time step that a worse candidate is not preferred over a better one. While a direct translation to advertising in particular isn’t provided, Joseph et al.’s results are broadly motivated by Sweeney [225].

Celis et al. [34] provide a general-purpose framework to broadly curtail polarization in personalization, which is directly applicable to advertising, alongside other domains that use content selection. They achieve this by specifically defining groups of arms in a bandit that
might correspond to different content themes at risk of polarization, and constraining the likelihood of picking content at the group level. While generally applicable and useful, their approach requires clearly defined content themes (groups), as well as mapping of all content to these themes, for each kind of harm to avoid. As an alternative to directly controlling the content selection algorithm, modifying the bidding strategies has also been proposed as a solution to avoid gender discrimination [180].

Other approaches also choose to focus on some notion of fairness or user health, while balancing performance tradeoffs. Mehrotra et al. [165] present a group fairness criterion and constrain their personalization system to ensure equity of attention by popularity, in the context of music recommendations. Singh et al. [217] focus on recommendation trajectories in particular, defining a notion of user health while watching videos. Their definition of harm isn’t based on individual pieces of content, but rather a trajectory of videos that a user might explore. Their proposed method constrains on harm to the worst-off users, and is able to control this worst-case harm without a significant drop in overall performance.
Chapter 4

Gender and Racial Biases in Job and Housing Ads

I now move on to describe the first study done in this dissertation. We investigate how advertising platforms can skew delivery of consequential opportunity ads that have legal protections, such as those for jobs and housing. We specifically investigate skews that arises along demographics of users, particularly self-described gender and race. We focus on Facebook—as it is the most mature platform offering advanced targeting features—and run dozens of ad campaigns, hundreds of ads with millions of impressions, spending over $8,500 as part of our study. The discussion that follows is reproduced from our published work at the ACM Conference On Computer-Supported Cooperative Work And Social Computing (CSCW), 2019 [8].

Due to the wide variety of targeting features—as well as the availability of sensitive targeting features such as user demographics and interests—researchers have raised concerns about discrimination in advertising, where groups of users may be excluded from receiving certain ads based on advertisers’ targeting choices [222]. This concern is particularly acute in the areas of credit, housing, and employment, where there are legal protections in the U.S. that prohibit discrimination against certain protected classes in advertising [1–3]. As ProPublica demonstrated in 2016 [16], this risk is not merely theoretical: ProPublica investigators were able to run housing ads that explicitly excluded users with specific “ethnic affinities” from
receiving them. Recently, the U.S. Department of Housing and Urban Development (HUD) sued Facebook over these concerns and others, accusing Facebook’s advertising platform of “encouraging, enabling, and causing” violations of the Fair Housing Act [81].

The role of ad delivery in discrimination

Although researchers and investigative journalists have devoted considerable effort to understanding the potential discriminatory outcomes of ad targeting, comparatively little effort has focused on ad delivery, due to the difficulty of studying its impacts without internal access to ad platforms’ data and mechanisms. However, there are several potential reasons why the ad delivery algorithms used by a platform may open the door to discrimination.

First, consider that most platforms claim their aim is to show users “relevant” ads: for example, Facebook states “we try to show people the ads that are most pertinent to them” [45]. Intuitively, the goal is to show ads that particular users are likely to engage with, even in cases where the advertiser does not know a priori which users are most receptive to their message. To accomplish this, the platforms build extensive user interest profiles and track ad performance to understand how different users interact with different ads. This historical data is then used to steer future ads towards those users who are most likely to be interested in them, and to users like them. However, in doing so, the platforms may inadvertently cause ads to deliver primarily to a skewed subgroup of the advertiser’s selected audience, an outcome that the advertiser may not have intended or be aware of. As noted above, this is particularly concerning in the case of credit, housing, and employment, where such skewed delivery might violate antidiscrimination laws.

Second, market effects and financial optimization can play a role in ad delivery, where different desirability of user populations and unequal availability of users may lead to skewed ad delivery [61]. For example, it is well-known that certain users on advertising platforms are more valuable to advertisers than others [134, 155, 207]. Thus, advertisers who choose low budgets when placing their ads may be more likely to lose auctions for such “valuable” users than advertisers who choose higher budgets. However, if these “valuable” user demographics

---

1 In response, Facebook banned the use of certain attributes for housing ads, but many other, un-banned, mechanisms exist for advertisers that achieve the same outcome [222]. Facebook agreed as part of a lawsuit settlement stemming from these issues to go further by banning age, gender, and certain kinds of location targeting—as well as some related attributes—for housing, employment, or credit ads [59].
are strongly correlated with protected classes, it could lead to discriminatory ad delivery due to the advertiser’s budget alone. Even though a low budget advertiser may not have intended to exclude such users, the ad delivery system may do just that because of the higher demand for that subgroup.

Prior to this work, although hypothesized \[61, 147, 238\], it was not known whether the above factors resulted in skewed ad delivery in real-world advertising platforms. In fact, in response to the HUD lawsuit \[81\] mentioned above, Facebook claimed that the agency had “no evidence” of their ad delivery systems’ role in creating discrimination \[126\].

**Contributions**  In this study, we aim to understand whether ads could end up being shown in a skewed manner—i.e., where some users are less likely than others to see ads based on their demographic characteristics—due to the ad delivery phase alone. In other words, we determine whether the ad delivery could cause skewed delivery *that an advertiser did not cause by their targeting choices and may not even be aware of*. We focus on Facebook—as it is the most mature platform offering advanced targeting features—and run dozens of ad campaigns, hundreds of ads with millions of impressions, spending over $8,500 as part of our study.

Answering this question—especially without internal access to the ad delivery algorithm, user data, and advertiser targeting data or delivery statistics—involves overcoming a number of challenges. These include separating market effects from optimization effects, distinguishing ad delivery adjustments based on the ad’s performance measured through user feedback from initial ad classification, and developing techniques to determine the racial breakdown of the delivery audience (which Facebook does not provide). The difficulty of solving these without the ad platform’s cooperation in a rigorous manner may at least partially explain the lack of knowledge about the potential discriminatory effects due to ad delivery to date. After addressing these challenges, we find the following:

*First*, we find that *skewed delivery can occur due to market effects alone*. Recall the hypothesis above concerning what may happen if advertisers in general value users differently across protected classes. Indeed, we find this is the case on Facebook: when we run identical ads targeting the same audience but with varying budgets, the resulting audience of users who end up seeing our ad can range from over 55% men (for ads with very low budgets) to
under 45% men (for ads with high budgets).

Second, we find that skewed delivery can occur due to the content of the ad itself (i.e., the ad headline, text, and image, collectively called the ad creative). For example, ads targeting the same audience but that include a creative that would stereotypically be of the most interest to men (e.g., bodybuilding) can deliver to over 80% men, and those that include a creative that would stereotypically be of the most interest to women (e.g., cosmetics) can deliver to over 90% women. Similarly, ads referring to cultural content stereotypically of most interest to Black users (e.g., hip-hop) can deliver to over 85% Black users, and those referring to content stereotypically of interest to white users (e.g., country music) can deliver to over 80% white users, even when targeted identically by the advertiser. Thus, despite placing the same bid on the same audience, the advertiser’s ad delivery can be heavily skewed based on the ad creative alone.

Third, we find that the ad image itself has a significant impact on ad delivery. By running experiments where we swap different ad headlines, text, and images, we demonstrate that the differences in ad delivery can be significantly affected by the image alone. For example, an ad whose headline and text would stereotypically be of the most interest to men with the image that would stereotypically be of the most interest to women delivers primarily to women at the same rate as when all three ad creative components are stereotypically of the most interest to women.

Fourth, we find that the ad image is likely automatically classified by Facebook, and that this classification can skew delivery from the beginning of the ad’s run. We create a series of ads where we add an alpha channel to stereotypically male and female images with over 98% transparency; the result is an image with all of the image data present, but that looks like a blank white square to humans. We find that there are statistically significant differences in how these ads are delivered depending on the image used, despite the ads being visually indistinguishable to a human. This indicates that the image classification—and, therefore, relevance determination—is likely an automated process, and that the skew in ad delivery can be due in large part to skew in Facebook’s automated estimate of relevance, rather than ad viewers’ interactions with the ad.

Fifth, we show that real-world employment and housing ads can experience significantly skewed delivery. We create and run ads for employment and housing opportunities, and use
our methodology to measure their delivery to users of different races and genders. When optimizing for clicks, we find that ads with the same targeting options can deliver to vastly different racial and gender audiences depending on the ad creative alone. In the most extreme cases, our ads for jobs in the lumber industry reach an audience that is 72% white and 90% male, our ads for cashier positions in supermarkets reach an 85% female audience, and our ads for positions in taxi companies reach a 75% Black audience, even though the targeted audience specified by us as an advertiser is identical for all three. We run a similar suite of ads for housing opportunities, and find skew there as well: despite the same targeting and budget, some of our ads deliver to an audience of over 72% Black users, while others delivery to over 51% Black users. While our results only speak to how our particular ads are delivered (i.e., we cannot say how housing or employment ads in general are delivered), the significant skew we observe even on a small set of ads suggests that real-world housing and employment ads are likely to experience the same fate.

Taken together, our results paint a distressing picture of heretofore unmeasured and unaddressed skew that can occur in online advertising systems, which have significant implications for discrimination in targeted advertising. Specifically, due to platforms’ optimization in the ad delivery stage together with market effects, ads can unexpectedly be delivered to skewed subsets of the advertiser’s specified audience. For certain types of ads, such skewed delivery might implicate legal protections against discriminatory advertising. For example, Section 230 of the U.S. Communications Decency Act (CDA) protects publishers (including online platforms) from being held responsible for third-party content. Our results show Facebook’s integral role in shaping the delivery mechanism and might make it more difficult for online platforms to present themselves as neutral publishers in the future. We leave a full exploration of these implications to the legal community. However, our results indicate that regulators, lawmakers, and the platforms themselves need to think carefully when balancing the optimization of ad platforms against desired societal outcomes, and remember that ensuring that individual advertisers do not discriminate in their targeting is insufficient to achieve non-discrimination goals sought by regulators and the public.

Ethics All of our experiments were conducted with careful consideration of ethics. We obtained Institutional Review Board review of our study at Northeastern University (appli-
cation #18-11-13), with our protocol being marked as “Exempt”. We minimized harm to Facebook users when we were running our ads by always running “real” ads (in the sense that if people clicked on our ads, they were brought to real-world sites relevant to the topic of the ad). While running our ads, we never intentionally chose to target ads in a discriminatory manner (e.g., we never used discriminatory targeting parameters). To further minimize the potential for discrimination, we ran most of our experimental ads in categories with no legal salience (such as entertainment and lifestyle); we only ran ad campaigns on jobs and housing to verify whether the effects we observed persist in these domains. We minimized harm to the Facebook advertising platform by paying for ads and using the ad reporting tools in the same manner as any other advertiser. The particular sites we advertised were unaffiliated with the study, and our ads were not defamatory, discriminatory, or suggestive of discrimination.
4.1 Methods

We now describe our methodology for measuring the delivery of Facebook ads. At a high level, our goal is to run groups of ads where we vary a particular feature, with the goal of then measuring how changing that feature skews the set of users the Facebook platform delivers the ad to. To do so, we need to carefully control which users are in our target audience. We also need to develop a methodology to measure the ad delivery skew along racial lines, which, unlike gender, is not provided by Facebook’s existing reporting tools. We detail how we achieve that in the following sections.

4.1.1 Audience selection

When running ads, we often wish to control exactly which ad auctions we are participating in. For example, if we are running multiple instances of the same ad (e.g., to establish statistical confidence), we do not want the instances to be competing against each other. To this end, we use random PII-based custom audiences, where we randomly select U.S. Facebook users to be included in mutually-exclusive audiences. By doing so, we can ensure that our ads are only competing against each other in the cases where we wish them to. We also replicate some of the experiments while targeting all U.S. users to ensure that the effects do not only exist when custom audiences are targeted. As we show later in Section 4.2, we observe equivalent skews in these scenarios, which leads us to believe that preventing internal competition between our own ads is not crucial to measure the resulting skews.

Generating custom audiences We create each custom audience by randomly generating 20 lists of 1,000,000 distinct, valid North American phone numbers (+1 XXX XXX XXXX, using known-valid area codes). Facebook reported that they were able to match approximately 220,000 users on each of the 20 lists we uploaded.

Initially, we used these custom audiences directly to run ads, but while conducting the experiments we noticed that—even though we specifically target only North American phone numbers—many ads were delivered to users outside of North America. This could be caused by users traveling abroad, users registering with fake phone numbers or with online phone number services, or for other reasons, whose investigation is outside the scope of this study.
Therefore, for all the experiments where we target custom audiences, we additionally limit them to people located in the U.S.

**4.1.2 Data collection**

Once one of our ad campaigns is run, we use the Facebook Marketing API to obtain the delivery performance statistics of the ad every two minutes. When we make this request, we ask Facebook to break down the ad delivery performance according to the attribute of study (age, gender, or location). Facebook’s response to each query features the following fields, among others, for each of the demographic attributes that we requested:

- **impressions**: The number of times the ad was shown
- **reach**: The number of unique users the ad was shown to
- **clicks**: The number of clicks the ad has received
- **unique clicks**: The number of unique users who clicked

Throughout the rest of the study, we use the **reach** value when examining delivery; thus, when we report “Fraction of men in the audience” we calculate this as the **reach** of men divided by the sum of the **reach** of men and the **reach** of women (see Section 4.1.5 for discussion on using binary values for gender).

**4.1.3 Measuring racial ad delivery**

The Facebook Marketing API allows advertisers to request a breakdown of ad delivery performance along a number of axes but it does not provide a breakdown based on race. However, for the purposes of this work, we are able to measure the ad delivery breakdown along racial lines by using location (Designated Market Area, or DMA) as a proxy.

Similar to prior work [222], we obtain voter records from North Carolina; these are publicly available records that have the name, address, race, and often phone number of each registered voter in the state. We partition the most populated North Carolina DMAs into
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2Designated Market Areas [182] are groups of U.S. counties that Neilson defines as “market areas”; they were originally used to signify a region where users receive similar broadcast television and radio stations. Facebook reports ad delivery by location using DMAs, so we use them here as well.
Table 4.1 Overview of the North Carolina custom audiences used to measure racial delivery. We divide the most populated DMAs in the state into two sets, and create three audiences each with one race per DMA set. Audiences $A$ and $B$ are disjoint from each other; audience $C$ contains the voters from $A$ with additional white voters from the first DMA set and Black voters from the second DMA set. We then use the statistics Facebook reports about delivery by DMAs to infer delivery by race.

<table>
<thead>
<tr>
<th>DMA(s)</th>
<th># Records (A)</th>
<th># Records (B)</th>
<th># Records (C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>White</td>
<td>Black</td>
<td>White</td>
</tr>
<tr>
<td>Wilmington, Raleigh–Durham</td>
<td>400,000</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Greenville–Spartanburg, Greenville–New Bern, Charlotte, Greensboro</td>
<td>0</td>
<td>400,000</td>
<td>400,000</td>
</tr>
</tbody>
</table>

two sets; for the exact DMAs, please see Table 4.1. We ensure that each racial group (white and Black) from a set of DMAs has a matching number of records of the other group in the other set of DMAs. We sample three audiences ($A$, $B$, and $C$) that fit these constraints from the voter records and upload as separate Custom Audiences to Facebook. 3 Audiences $A$ and $B$ are disjoint from each other; audience $C$ contains the voters from $A$ with additional white voters from the first DMA set and Black voters from the second DMA set. We create audiences in this way to be able to test both “flipped” versions of the audiences ($A$ and $B$), as well as large audiences with as many users as possible ($C$); we created audience $B$ as large as possible (exhausting all voters who fit the necessary criteria), and sampled audience $A$ to match its size. The details of the resulting audiences are shown in Table 4.1.

When we run ads where we want to examine the ad delivery along racial lines, we run the ads to one audience ($A$, $B$, or $C$). We then request that Facebook’s Marketing API deliver us results broken down by DMA. Because we selected DMAs to be a proxy for race, we can use the results to infer which custom audience they were originally in, allowing us to determine the racial makeup of the audience who saw (and clicked on) the ad. Note that in experiments that involve measuring racial skew all ads target the same target audience. The

3Unfortunately, Facebook does not report the number of these users who match as we use multiple PII fields in the upload file [243].
limited number of registered voters does not allow us to create many large, disjoint custom audiences like we do in other experiments. However, as we show with ads targeting all U.S. users, internal competition does not appear to influence the results.

4.1.4 Ad campaigns

We use the Facebook Ad API described in Section 2.4.5 to create all ads for our experiments and to collect data on their delivery. We carefully control for any time-of-day effects that might be present due to different user demographics using Facebook at different times of the day: for any given experiment, we run all ads at the same time to ensure that any such effects are experienced equally by all ads. Unless otherwise noted, we used the following settings:

- **Objective**: Consideration $\rightarrow$ Traffic
- **Optimization Goal**: Link Clicks
- **Traffic destination**: An external website (that depends on the ads run)
- **Creative**: All of our ads had a single image and text relevant to the ad.
- **Audience selection**: We use custom audiences for many of our ads, as described in Section 4.1.1, and further restrict them to adult (18+) users of all genders residing in the United States. For other ads, we target all U.S. users age 18 or older.
- **Budget**: We ran most ads with a budget of $20 per day, and stopped them typically after six hours.

4.1.5 Measuring and comparing audiences

We now describe the measurements we make during our experiments and how we compute their confidence intervals.

**Binary values of gender and race** Facebook’s marketing API reports “female”, “male”, and “uncategorized” as the possible values for gender. Facebook’s users self-report their gender, and the available values are “female”, “male”, and “custom”. The latter allows the user to manually type in their gender (with 60 predefined gender identities suggested through
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4This target is defined as: Send more people to a destination on or off Facebook such as a website, app, or Messenger conversation.
auto-complete functionality) and select the preferred pronoun from “female - her”, “male - him”, and “neutral - them”. Across our experiments, we observe that up to 1% of the audiences are reported as “uncategorized” gender. According to Facebook’s documentation this represents the users who did not not list their gender [171]. We do not know whether the “uncategorized” gender also features users with self-reported “custom” gender. Thus, in this work we only consider the self-reported binary gender values of “female” and “male”.

Further, when considering racial bias, we use the self-reported information from voter records. The data we obtained has 7,560,885 individuals, with 93% reporting their race as either Black or White. Among those, less than 1% report their ethnicity as “Hispanic/Latino”. Thus, in this work, we only target the individuals with self-reported race of White or Black. However, when running our experiments measuring race (and targeting specific DMAs), we observe that a fraction (∼10%) of our ads are delivered to audiences outside of our predefined DMAs, thus making it impossible for us to infer their race. This fraction remains fairly consistent across our experiments regardless of what we advertise, thus introducing the same amount of noise across our measurements. This is not entirely unexpected, as we are targeting users directly, and those users may be traveling, may have moved, may have outdated information in the voter file, etc.

We do not claim that gender or race are binary, but choose to focus the analysis on users who self-reported their gender as “female” or “male” and race as “Black” or “White”. This way, we report the observable skew in delivery only along these axes. We recognize that delivery can be further skewed with respect to gender of non-binary users and/or users of other races in a way that remains unreported in this work.

**Measuring statistical significance** Using the binary race and gender features, throughout this work, we describe the audiences by the fraction of male users and the fraction of white users. We calculate the lower and upper limits of the 99% confidence interval around this fraction using the method recommended by Agresti and Coull [6], defined in Equation 5.1:

\[
L.L. = \hat{p} + \frac{z_{\alpha/2}^2}{2n} \left( \frac{\hat{p}(1-\hat{p})}{n} + \frac{\hat{p}(1-\hat{p})}{4n^2} \right) \frac{1}{1 + \frac{z_{\alpha/2}^2}{n}},
\]

\[
U.L. = \hat{p} + \frac{z_{\alpha/2}^2}{2n} \left( \frac{\hat{p}(1-\hat{p})}{n} + \frac{\hat{p}(1-\hat{p})}{4n^2} \right) \frac{1}{1 + \frac{z_{\alpha/2}^2}{n}},
\]

(4.1)
where \( L.L. \) is the lower confidence limit, \( U.L. \) is the upper confidence limit, \( \hat{p} \) is the observed fraction of the audience with the attribute (here: male), \( n \) is the size of the audience reached by the ad. To obtain the 99% interval we set \( z_{\alpha/2} = 2.576 \). The advantage of using this calculation instead of the more frequently used normal approximation

\[
p \pm z_{\alpha/2} \sqrt{\frac{\hat{p}(1 - \hat{p})}{n}}
\]

is that the resulting intervals fall in the \((0, 1)\) range. Whenever the confidence intervals around these fractions for two audiences are non-overlapping, we can make a claim that the gender or racial makeups of two audiences are significantly different [51]. However, the converse is not true: overlapping confidence intervals do not necessarily mean that the means are not different (see Figure 4 in [51] for explanation). In this work we report all the results of our experiments but for easier interpretation emphasize those where the confidence intervals are non-overlapping. We further confirm that the non-overlapping confidence intervals represent statistically significant differences, using the difference of proportion test as shown in Equation 5.2:

\[
Z = \frac{(\hat{p}_1 - \hat{p}_2) - 0}{\sqrt{\hat{p}(1 - \hat{p})(\frac{1}{n_1} + \frac{1}{n_2})}}
\]

where \( \hat{p}_1 \) and \( \hat{p}_2 \) are the fractions of men (white users) in the two audiences that we compare, \( n_1 \) and \( n_2 \) are sizes of these audiences, and \( \hat{p} \) is the fraction of men (white users) in the two delivery audiences combined. All the results we refer to as statistically significant are significant in this test with a \( Z \)-score of at least 2.576.

Note that in experiments where we run multiple instances of an ad targeting disjoint custom audiences, the values of \( \hat{p} \) and \( n \) are calculated from the sums of reached audiences.
CHAPTER 4. GENDER AND RACIAL BIASES IN JOB AND HOUSING ADS

4.2 Experiments and Results

In this section, we explore how an advertiser’s choice of ad creative (headline, text, and image) and ad campaign settings (bidding strategy, targeted audience) can affect the demographics (gender and race) of the users to whom the ad is ultimately delivered.

4.2.1 Budget effects on ad delivery

We begin by examining the impact that market effects can have on delivery, aiming to test the hypothesis put forth by Lambrecht et al. [147]. In particular, they observed that their ads were predominantly shown to men even though women had consistently higher click through rates (CTRs). They then hypothesized that the higher CTRs led to women being more expensive to advertise to, meaning they were more likely to lose auctions for women when compared to auctions for men.

We test this hypothesis by running the same ad campaign with different budgets; our goal is to measure the effect that the daily budget alone has on the makeup of users who see the ads. When running these experiments, we keep the ad creative and targeted audience constant, only changing the bidding strategy to give Facebook different daily limits (thus, any ad delivery differences can be attributed to the budget alone). We run an ad with daily budget limits of $1, $2, $5, $10, $20, and $50, and run multiple instances at each budget limit for statistical confidence. Finally, we run the experiment twice, once targeting our random phone number custom audiences, and once targeting all users located in U.S.; we do so to verify that any effect we see is not a function of our particular target audience, and that it persists also when non-custom audiences are targeted.

Figure 4.1 presents the results, plotting the daily budget we specify versus the resulting fraction of men in the audience. The left graph shows the results when we target all users located in the U.S., and the right graph shows the results when we target the random phone number custom audiences. In both cases, we observe that changes in ad delivery due to differences in budget are indeed happening: the higher the daily budget, the smaller the fraction of men in the audience, with the Pearson’s correlation of $\rho = -0.88$, $p_{val} < 10^{-5}$ for all U.S. users and $\rho = -0.73$, $p_{val} < 10^{-3}$ for the custom audiences.
The stronger effect we see when targeting all U.S. users may be due to the additional freedom that the ad delivery system has when choosing who to deliver to, as this is a significantly larger audience.

To eliminate the impact that market effects can have on delivery in our following experiments, we ensure that all runs of a given experiment use the same bidding strategy and budget limit. Typically we use a daily budget of $20 per campaign.

### 4.2.2 Ad creative effects on ad delivery

Now we examine the effect that the ad creative (headline, text, and image) can have on ad delivery. To do so, we create two stereotypical ads that we believe would appeal primarily to men and women, respectively: one ad focusing on bodybuilding and another on cosmetics. The actual ads themselves are shown in Figure 2.1. We run each of the ads at the same time and with the same bidding strategy and budget. For each variable we target different custom audiences, i.e., the “base” level ads target one audience, “text” level ads target another, etc. Note that we do not explicitly target either ad based on gender; the only targeting restrictions we stipulate are 18+ year old users in the U.S.
Figure 4.2: “Base” ad contains a link to a page about either bodybuilding or cosmetics, a blank image, no text, or headline. There is a small difference in the fraction of male users for the base ads, and adding the “text” only decreases it. Setting the “headline” sets the two ads apart but the audience of each is still not significantly different than that of the base version. Finally, setting the ad “image” causes drastic changes: the bodybuilding ad is shown to a 91% male audience, the cosmetics ad is shown to a 5% male audience, despite the same target audience.

We observe dramatic differences in ad delivery, even though the bidding strategy is the same for all ads, and each pair of ads target the same gender-agnostic audience. In particular, the bodybuilding ad ended up being delivered to over 75% men on average, while the cosmetics ad ended up being delivered to over 90% women on average. Again, this skewed delivery is despite the fact that we—the advertiser—did not specify difference in budget or target audience.

Individual components’ impact on ad delivery With the knowledge that the ad creative can skew delivery, we dig deeper to determine which of the components of the ad creative (headline, text, and image) have the greatest effect on ad delivery. To do so, we stick with the bodybuilding and cosmetics ads, and “turn off” various features of the ad creative by replacing them with empty strings or blank images. For example, the bodybuilding experiment listed as “base” includes an empty headline, empty ad text, and a blank white image; it does however link to the domain bodybuilding.com. Similarly, the cosmetics experiment listed as “base” includes no headline, text, or image, but does link to the domain elle.com. We then add back various parts of the ad creative, as shown in Figure 2.1.
The results of this experiment are presented in Figure 4.2. Error bars in the figure correspond to 99% confidence intervals as defined in Equation 5.1. All results are shown relative to that experiment’s “base” ad containing only the destination URL. We make a number of observations. First, we can observe an ad delivery difference due to the destination URL itself; the base bodybuilding ad delivers to 48% men, while the base cosmetics ad delivers to 40% men. Second, as we add back the title and the headline, the ad delivery does not appreciably change from the baseline. However, once we introduce the image into the ad, the delivery changes dramatically, returning to the level of skewed delivery discussed above (over 75% male for bodybuilding, and over 90% female for cosmetics). When we add the text and/or the headline back alongside the image, the skew of delivery does not change significantly compared to the presence of image only. Overall, our results demonstrate that the choice of ad image can have a dramatic effect on which users in the audience ultimately are shown the ad.

Swapping images To further explore how the choice of image impacts ad delivery, we continue using the bodybuilding and cosmetics ads, and test how ads with incongruent images and text are delivered. Specifically, we swap the images between the two ads, running an ad with the bodybuilding headline, text, and destination link, but with the image from cosmetics (and vice versa). We also run the original ads (with congruent images and text) for comparison.

The results of this experiment are presented in Figure 4.3, showing the skew in delivery of the ads over time. The color of the lines indicates the image that is shown in the ad; solid lines represent the delivery of ads with images consistent with the description, while dotted lines show the delivery for ads where image was replaced. We make a number of observations. First, when using congruent ad text and image (solid lines), we observe the skew we observed before. However, we can now see clearly that this delivery skew appears to exist from the very beginning of the ad delivery, i.e., before users begin viewing and interacting with our ads. We will explore this further in the following section. Second, we see that when we switch the images—resulting in incongruent ads (dotted lines)—the skew still exists but to a lesser degree. Notably, we observe that the ad with an image of bodybuilding but cosmetics text delivers closest to 50:50 across genders, but the ad with the image of cosmetics but
Figure 4.3: Ad delivery of original bodybuilding and cosmetics ads, as well as the same ads with incongruent images. Skew in delivery is observed from the beginning. Using incongruent images skews the delivery to a lesser degree, indicating that the image is not the only element of the ad that drives the skew in delivery.

bodybuilding text does not. The exact mechanism by which Facebook decides to use the ad text and images in influencing ad delivery is unknown, and we leave a full exploration to future work.

**Swapping images mid-experiment** Facebook allows advertisers to change their ad while it is running, for example, to update the image or text. As a final point of analysis, we examine how changing the ad creative mid-experiment—after it has started running—affects ad delivery. To do so, we begin the experiment with the original congruent bodybuilding and cosmetics ads; we let these run for over six hours. We then swap the images on the running ads, thereby making the ads incongruent, and examine how ad delivery changes.

Figure 4.4 presents the results of this experiment. In the top graph, we show the instantaneous ad delivery skew: as expected, the congruent ads start to deliver in a skewed manner as we have previously seen. After the image swap at six hours, we notice a very rapid change in delivery with the ads almost completely flipping in ad delivery skew in a short period of time. Interestingly, we do not observe a significant change in users’ behavior to explain this swap: the bottom graph plots the click through rates (CTRs) for both ads by men and women over time. Thus, our results suggest that the change in ad delivery skew is unlikely to be due to the users’ responses to the ads.
Figure 4.4: When we flip the image in the middle of the campaign, the ad is reclassified and shown to an updated audience. Here, we start bodybuilding and cosmetics ads with corresponding descriptions and after 6 hours and 32 minutes we flip the images. Within an hour of the change, the gender proportions are reversed, while there is no significant difference between the click through rates per gender pre and post flipping of the images.

4.2.3 Source of ad delivery skew

We just observed that ads see a significant skew in ad delivery due to the contents of the ad, despite the bidding strategy and targeting parameters being held constant. However, we observed that the ad delivery skew was present from the very beginning of ad delivery, and that swapping the image in the middle of a run resulted in a very rapid change in ad delivery that could not be explained by how frequently users click on our ads. We now turn to explore the mechanism that may be leading to this ad delivery skew.

Almost-transparent images We begin with the hypothesis that Facebook itself is automatically classifying the ad creative (including the image), and using the output of this classification to calculate a predicted relevance score to users. In other words, we hypothesize
that Facebook is running automatic text and image classification, rather than (say) relying on the ad’s initial performance, which would explain (a) the delivery skew being present from the beginning of ad delivery, and (b) how the delivery changes rapidly despite no significant observable change in user behavior. However, validating this hypothesis is tricky, as we are not privy to all of Facebook’s ad performance data.

To test this hypothesis, we take an alternate approach. We use the *alpha channel* that is present in many modern image formats; this is an additional channel that allows the image to encode the *transparency* of each pixel. Thus, if we take an image and add an alpha channel with (say) 99% opacity, all of the image data will still be present in the image, but any human who views the image would not be able to see it (as the image would show almost completely transparent). However, if an automatic classifier exists, and if that classifier is not properly programmed to handle the alpha channel, it may continue to classify the image.

**Test images**  To test our hypothesis, we select five images that would stereotypically be of interest to men and five images that would stereotypically be of interest to women; these are shown in the second and fourth columns of Table 4.2.\(^5\)\(^6\) We convert them to PNG format and add an alpha channel with 98% opacity\(^7\) to each of these images; these are shown in the third and fifth columns of Table 4.2. Because we cannot render a transparent image without a background, the versions in Table 4.2 are rendered on top of a white background. As the reader can see, these images are not discernible to the human eye.

We first ran a series of tests to observe how Facebook’s ad creation phase handled us uploading such transparent images. If we used Reach as our ad objective, we found that Facebook “flattened” these images onto a white background in the ad preview.\(^8\) By targeting ourselves with these Reach ads, we verified that when they were shown to users on the

\(^5\)All of these images were cropped from images posted to pexels.com, which allow free non-commercial use.

\(^6\)We cropped these images to the Facebook-recommended resolution of 1,080×1,080 pixels to reduce the probability Facebook would resample the image.

\(^7\)We were unable to use 100% transparency as we found that Facebook would run an image hash over the uploaded images and would detect different images with 100% opacity to be the same (and would refuse to upload it again). By using 98% transparency, we ensure that the images were still almost invisible to humans but that Facebook would not detect they were the same image.

\(^8\)Interestingly, we found that if we instead used Traffic as our ad objective, Facebook would both “flatten” these images onto a white background and *then normalize the contrast*. This caused the ads to be visible to humans—simply with less detail that the original ads—thus defeating the experiment. We are unsure of why Facebook did not choose to normalize images with the objective for Reach.
Table 4.2 Diagram of the images used in the transparency experiments. Shown are the five stereotypical masculine and feminine images, along with the same images with a 98% alpha channel, denoted as invisible. The images with the alpha channel are almost invisible to humans, but are still delivered in a skewed manner.

<table>
<thead>
<tr>
<th>No.</th>
<th>Masculine Visible</th>
<th>Masculine Invisible</th>
<th>Feminine Visible</th>
<th>Feminine Invisible</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="image1.jpg" alt="Masculine Image 1" /></td>
<td><img src="image2.jpg" alt="Masculine Invisible Image 1" /></td>
<td><img src="image3.jpg" alt="Feminine Image 1" /></td>
<td><img src="image4.jpg" alt="Feminine Invisible Image 1" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image5.jpg" alt="Masculine Image 2" /></td>
<td><img src="image6.jpg" alt="Masculine Invisible Image 2" /></td>
<td><img src="image7.jpg" alt="Feminine Image 2" /></td>
<td><img src="image8.jpg" alt="Feminine Invisible Image 2" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image9.jpg" alt="Masculine Image 3" /></td>
<td><img src="image10.jpg" alt="Masculine Invisible Image 3" /></td>
<td><img src="image11.jpg" alt="Feminine Image 3" /></td>
<td><img src="image12.jpg" alt="Feminine Invisible Image 3" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image13.jpg" alt="Masculine Image 4" /></td>
<td><img src="image14.jpg" alt="Masculine Invisible Image 4" /></td>
<td><img src="image15.jpg" alt="Feminine Image 4" /></td>
<td><img src="image16.jpg" alt="Feminine Invisible Image 4" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image17.jpg" alt="Masculine Image 5" /></td>
<td><img src="image18.jpg" alt="Masculine Invisible Image 5" /></td>
<td><img src="image19.jpg" alt="Feminine Image 5" /></td>
<td><img src="image20.jpg" alt="Feminine Invisible Image 5" /></td>
</tr>
</tbody>
</table>
Facebook mobile app or in the desktop Facebook web feed, the images did indeed show up as white squares. Thus, we can use this methodology to test whether there is an automatic image classifier present by examining whether running different transparent white ads results in different delivery.

**Results** We run ads with all twenty of the images in Table 4.2, alongside ads with five truly blank white images for comparison. For all 25 of these ads, we hold the ad headline, text, and destination link constant, run them all at the same time, and use the same bidding strategy and target custom audiences in a way that each user is potentially exposed to up to three ads (one masculine image, one feminine image, and one blank image). We then record the differences in ad delivery of these 25 images along gender lines. The results are presented in Figure 4.5A, with all five images in each of the five groups aggregated together. We can observe that ad delivery is, in fact, skewed, with the ads with stereotypically masculine images delivering to over 43% men and the ads with feminine images delivering to 39% men in the experiment targeting custom audiences as well as 58% and 44% respectively in the experiment targeting all U.S. users. Error bars in the plot correspond to the 99% confidence interval calculated using Equation 5.1.

Interestingly, we also observe that the masculine invisible ads appear to be indistinguishable in the gender breakdown of their delivery from the masculine visible ads, and the feminine invisible ads appear to be indistinguishable in their delivery from the feminine visible ads.

As shown in Figure 4.5A, we verify that the fraction of men in the delivery of the male ads is significantly higher than in female-centered and neutral ads, as well as higher in neutral ads than in female-centered ads. We also show that we cannot reject the null hypothesis that the fraction of men in the two versions of each ad (one visible, one invisible) are the same. Thus, we can conclude that the difference in ad delivery of our invisible male and female images is statistically significant, despite the fact that humans would not be able to perceive any differences in these ads. This strongly suggests that our hypothesis is correct: that Facebook has an automated image classification mechanism in place that is used to steer different ads towards different subsets of the user population.\(^9\)

\(^9\)It is important to note we not know exactly how the classification works. For example, the classifier may also be programmed to take in the “flattened” images that appear almost white, but there may sufficient data present in the images for the classification to work.
Figure 4.5: Fraction of reached men in the audiences for ads with the images from Table 4.2, targeting random phone number custom audience (A) and US audience (B). The solid markers are visible images, and the hollow markers are the same images with 98% opacity. Also shown is the delivery to truly white images (“blank”). We can observe that a difference in ad delivery exists, and that that difference is statistically significant between the masculine and feminine invisible images. This suggests that automated image classification is taking place.

To confirm this finding, we re-run the same experiment except that we change the target audience from our random phone number custom audiences (hundreds of thousands of users) to all U.S. users (over 320 million users). Our theory is that if we give Facebook’s algorithm a larger set of auctions to compete in, any effect of skewed delivery would be amplified as they may be able to find more users for whom the ad is highly “relevant”. In Figure 4.5B we observe that the ad delivery differences are, indeed, even greater: the male visible and invisible images deliver to approximately 60% men, while the female visible and invisible images deliver to approximately 45% men. Moreover, the statistical significance of this experiment is even stronger, with a $Z$ value over 10 for the ad delivery difference between the male invisible and female invisible ads.

4.2.4 Impact on real ads

We have observed that differences in the ad headline, text, and image can lead to dramatic difference in ad delivery, despite the bidding strategy and target audience of the advertiser remaining the same. However, all of our experiments thus far were on test ads where we
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Figure 4.6: We run three campaigns about the best selling albums. Top 30 is neutral, targeting all. Country implicitly targets white users, and Hip-hop implicitly targets Black users. Facebook classification picks up on the implicit targeting and shows it to the audience we would expect.

typically changed only a single variable. We now turn to examine the impact that ad delivery can have on realistic ads, where all properties of the ad creative can vary.

Entertainment ads We begin by constructing a series of benign entertainment ads that, while holding targeting parameters fixed (targeting custom audience $C$ from Table 4.1, are stereotypically of interest to different races. Namely, we run three ads leading to lists of best albums in the previous year: general top 30 (neutral), top country music (stereotypically of interest mostly to white users), and top hip-hop albums (stereotypically of interest mostly to Black users). We find that Facebook ad delivery follows the stereotypical distribution, despite all ads being targeted in the same manner and using the same bidding strategy. Figure 4.6 shows the fraction of white users in the audience in the three different ads, treating race as a binary (Black users constitute the remaining fraction). Error bars represent 99% confidence intervals calculated using Equation 5.1.

Neutral ads are seen by a relatively balanced, 45% white audience, while the audiences receiving the country and hip-hop ads are 80% and 13% white, respectively. Assuming significant population level differences of preferences, it can be argued that this experiment highlights the “relevance” measures embedded in ad delivery working as intended. Next, we investigate cases where such differences may not be desired.

Employment ads Next, we advertise eleven different generic job types: artificial intelligence developer, doctor, janitor, lawyer, lumberjack, nurse, preschool teacher, restaurant
Figure 4.7: Results for employment ads, showing a breakdown of ad delivery by gender (left figure) and race (right figure) in the ultimate delivery audience. The labels refer to the race/gender of the person in the ad image (if any). The jobs themselves are ordered by the average fraction of men or white users in the audience. Despite the same bidding strategy, the same target audience, and being run at the same time, we observe significant skew along on both racial and gender lines due to the content of the ad alone.
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cashier, secretary, supermarket clerk, and taxi driver. For each ad, we customize the text, headline, and image as a real employment ad would. For example, we advertise for taxi drivers with the text “Begin your career as a taxi driver or a chauffeur and get people to places on time.” For each ad, we link users to the appropriate category of job listings on a real-world job site.

When selecting the ad image for each job type, we select five different stock photo images: one that has a white male, one that has a white female, one that has a black male, one that has a black female, and one that is appropriate for the job type but has no people in it. We run each of these five independently to test a representative set of ads for each job type, looking to see how they are delivered along gender and racial lines (targeting custom audience $C$ from Table 4.1). We run these ads for 24 hours, using the objective of Traffic, all targeting the same audience with the same bidding strategy.

The results of this experiment are presented in Figure 4.7, plotting the distribution of each of our ads along gender (left graph) and racial (right graph) lines. As before, the error bars represent the 99% confidence interval calculated using Eq. 5.1. We can immediately observe drastic differences in ad delivery across our ads along both racial and gender lines: our five ads for positions in the lumber industry deliver to over 90% men and to over 70% white users in aggregate, while our five ads for janitors deliver to over 65% women and over 75% black users in aggregate. Recall that the only difference between these ads are the ad creative and destination link; we (the advertiser) used the same bidding strategy and target audience, and ran all ads at the same time.

Furthermore, we note that the skew in delivery cannot merely be explained by possibly different levels of competition from other advertisers for white and Black users or for male and female users. Although it is the case that each user may be targeted by a different number of advertisers with varying bid levels, by virtue of running all of our job ads at the same time, targeting the same users, with the same budget, we are ensuring that our ads are experiencing competition from other advertisers identically. In other words, our ad targeting asks that every user who is considered for our “lumberjack” job ad should also be considered for our taxi driver job ad, so these ads should be competing with each other and facing identical competition from other advertisers at auction time. If the content of the ad was not taken into account by the delivery optimization system, then the ads would
be expected to have similar—though not necessarily even—breakdowns by race and gender at delivery. Our experiment demonstrates that this is not the case, and thus, aspects of ad delivery optimization, rather than merely advertiser competition, influence the skew in the delivery outcome.

**Figure 4.8:** Results for housing ads, showing a breakdown in the ad delivery audience by race. Despite being targeted in the same manner, using the same bidding strategy, and being run at the same time, we observe significant skew in the makeup of the audience to whom the ad is delivered (ranging from estimated 27% white users for luxury rental ads to 49% for cheap house purchase ads).

**Housing ads** Finally, we create a suite of ads that advertise a variety of housing opportunities, as discrimination in online housing ads has recently been a source of concern [81]. We vary the type of property advertised (rental vs. purchase) and the implied cost (fixer-upper vs. luxury). In each ad, the cost is implied through wording of the ad as well as the accompanying image. Each ad points to a listing of houses for sale or rental apartments in North Carolina on a real-world housing site. Simultaneously, we ran a baseline ad with generic (non-housing) text that simply links to google.com. All of the ads ran for 12 hours, using the objective of Traffic, all targeting the same North Carolina audiences and using the same bidding strategy. We construct the experiment such that each particular ad is run twice: once targeting audience $A$ and once targeting audience $B$ (see Table 4.1) This way we eliminate any potential geographical effects (for example, users in Wilmington could be interested in cheap houses to buy, and users in Charlotte could be interested in luxury rentals.
regardless of their ethnicity, but if we only used audience $C$ that effect could appear as racial skew).

We present the results in Figure 4.8 (we found little skew for the housing ads along gender lines, and we omit those results). We observe significant ad delivery skew along racial lines in the delivery of our ads, with certain ads delivering to an audience of over 72% Black users (comparable to the baseline results) while others delivering to an audience of as little as 51% Black users.

As with the employment ads, we cannot make claims about what particular properties of our ads lead to this skew, or about how housing ads in general are delivered. However, given the significant skew we observe with our suite of ads, it indicates the further study is needed to understand how real-world housing ads are delivered.
4.3 Discussion

To date, the public debate and ad platform’s comments about discrimination in digital advertising have focused heavily on the targeting features offered by advertising platforms, and the ways that advertisers can misuse those features [60].

In this study, we set out to investigate a different question: to what degree and by what means may advertising platforms themselves play a role in creating discriminatory outcomes?

Our study offers an improved understanding of the mechanisms behind and impact of ad delivery, a process distinct from ad creation and targeting. While ad targeting is facilitated by an advertising platform—but nominally controlled by advertisers—ad delivery is conducted and controlled by the advertising platform itself. We demonstrate that, during the ad delivery phase, advertising platforms can play an independent, central role in creating skewed, and potentially discriminatory, outcomes. More concretely, we have:

- Replicated and affirmed prior research suggesting that market and pricing dynamics can create conditions that lead to differential outcomes, by showing that the lower the daily budget for an ad, the fewer women it is delivered to.

- Shown that Facebook’s ad delivery process can significantly alter the audience the ad is delivered to compared to the one intended by the advertiser based on the content of the ad itself. We used public voter record data to demonstrate that broadly and inclusively targeted ads can end up being differentially delivered to specific audience segments, even when we hold the budget and target audience constant.

- Demonstrated that skewed ad delivery can start at the beginning of an ad’s run. We also showed that this process is likely automated on Facebook’s side, and is not a reflection of the early feedback received from users in response to the ad, by using transparent images in ads that appear the same to humans but are distinguishable by automatic image classification tools, and showing they result in skewed delivery.

- Confirmed that skewed delivery can take place on real-world ads for housing and employment opportunities by running a series of employment ads and housing ads with
the same targeting parameters and bidding strategy. Despite differing only in the ad creative and destination link, we observed skewed delivery along racial and gender lines.

We briefly discuss some limitations of our work and touch on the broader implications of our findings.

**Limitations** It is important to note that while we have revealed certain aspects of how ad delivery is accomplished, and the effects it had on our experimental ad campaigns, we cannot make broad conclusions about how it impacts ads more generally. For example, we observe that all of our ads for lumberjacks deliver to an audience of primarily white and male users, but that may not hold true of all ads for lumberjacks. However, the significant ad delivery skew that we observe for our employment and housing ads strongly suggests that such skew is present for such ads run by real-world advertisers.

**Skew vs. discrimination** Throughout this study we refer to differences in the demographics of reached audience as “skew” in delivery. We do not claim any observed skew per se is necessarily wrong or should be mitigated. Without making value judgements on skew in general, we do emphasize the distinct case of ads for housing and employment. In particular, the skew we observe in the delivery of ads for cosmetics or bodybuilding might be interpreted as reinforcing gender stereotypes but is unlikely to have legal implications. On the other hand, the skew in delivery of employment and housing ads is potentially discriminatory in a legal sense.

Further, for the experiments involving ethnicity, we attempted to create equally sized audiences (50% white and 50% Black). However, solely the fact that ads are not delivered to an evenly split audience does not indicate skew, as there might be differences in matching rates (what fraction of registered voters are active Facebook users) per ethnicity, or the groups could have different temporal usage patterns. Only when we run two or more ads at the same time, targeting the same audience, and these ads are delivered with different proportions to white and Black users, do we claim we observe skew in delivery.

Our focus lies in understanding the extent to which the ad platform’s delivery optimization, rather than merely its targeting tools and their use as implied by Facebook [60], determine the outcomes of ad delivery, and on highlighting that demographic skews presently arise for certain legally protected categories in Facebook, even when the advertiser targets broadly
and inclusively.

**Skew in traditional media**  Showing ads to individuals most likely to engage with them is one of the cornerstone promises of online ad platforms. While in traditional media—such as newspapers and television—advertisers can also place their ads strategically to reach particular kinds of readers or viewers, there are three significant differences with implications for fairness and discrimination when compared to advertising on Facebook.

*First*, when advertising in traditional media, the advertiser has the ability to purposefully advertise to a wide and diverse audience, and be assured that their ads will reach that audience. As we show in this work, this is not the case for advertising on Facebook. Even if the advertiser intends to reach a general and diverse audience, their ad can be steered to a narrow slice within that specified audience, that is skewed in unexpected or undesirable ways.

*Second*, the individual’s agency to see ads targeted at groups they do not belong to is more severely limited in the hyper-targeted and delivery-optimized scenario of online ad platforms. In traditional media, an individual interested in seeing ads targeted to a different demographic than they belong to has to merely watch programming or read a newspaper that they are not usually a target demographic for. On Facebook, finding out what ads one may be missing out on due to gender, race, or other characteristic inferred or predicted by Facebook is more challenging. A particularly motivated user could change their self-reported gender but might find themselves discouraged from doing so because the account’s gender information is always public. Other characteristics, such as race and net worth, are inferred by Facebook (or accessed via third-party companies [244]) rather than obtained through user’s self-reported data, which makes them challenging to alter for the purposes of seeing ads. Moreover, although users can remove some of their inferred interests using ad controls on Facebook, they have no ability to control negative inferences Facebook may be making about them. For example, Facebook may infer that a particular user is “not interested in working at a lumber yard”, and therefore, not show this user ads for a lumberjack job even if the employer is trying to reach them. As a result, Facebook would be excluding them from an opportunity in ways unbeknownst to the user and to the advertiser.

*Third*, public interest scrutiny of the results of advertising is much more difficult in online delivery-optimized systems than in traditional media. Advertising in traditional media can
be easily observed and analyzed by many members of society, from individuals to journalists, and targeting and delivery outside the expectation norms can be detected and called out by many. In the case of hyper-targeted online advertising whose delivery is controlled by the platform, such scrutiny is currently outside reach for most ads [88, 176].

**Policy implications** Our findings underscore the need for policymakers and platforms to carefully consider the role of the optimizations run by the platforms themselves—and not just the targeting choices of advertisers—in seeking to prevent discrimination in digital advertising.

*First*, because discrimination can arise in ad delivery independently from ad targeting, limitations on ad targeting—such as those currently deployed by Facebook to limit the targeting features that can be used—will not address discrimination arising from ad delivery. On the contrary, to the extent limiting ad targeting features prompts advertisers to rely on larger target audiences, the mechanisms of ad delivery will have an even greater practical impact on the ads that users see.

*Second*, regulators, lawmakers, and platforms themselves will need to more deeply consider whether and how longstanding civil rights laws apply to modern advertising platforms in light of ad delivery dynamics. At a high level, U.S. federal law prohibits discrimination in the marketing of housing, employment and credit opportunities. A detailed consideration of these legal regimes is beyond the scope of this study. However, our findings show that ad platforms themselves can shape access to information about important life opportunities in ways that might present a challenge to equal opportunity goals.

*Third*, in the U.S., Section 230 of the Communications Decency Act (CDA) provides broad legal immunity for internet platforms acting as publishers of third-party content. This immunity was a central issue in recently-settled litigation against Facebook, who argued its ad platform should be protected by CDA Section 230 in part because its advertisers are “wholly responsible for deciding where, how, and when to publish their ads.” [82] Our research shows that this claim is misleading, particularly in light of Facebook’s role in determining the ad delivery outcomes. Even absent unlawful behavior by advertisers, our research demonstrates that Facebook’s own, independent actions during the delivery phase are crucial to determining how, when, and to whom ads are shown, and might produce unlawful outcomes. These effects
can be invisible to, and might even create liability for, Facebook’s advertisers.

Thus, the effects we observed could introduce new liability for Facebook. In determining whether Section 230 protections apply, courts consider whether an internet platform “materially contributes” to the alleged illegal conduct. Courts have yet to squarely consider how the delivery mechanisms described in this study might affect an ad platform’s immunity under Section 230.

*Fourth*, our results emphasize the need for increased transparency into advertising platforms, particularly around ad delivery algorithms and statistics for real-world housing, credit, or employment ads. Facebook’s existing ad transparency efforts are not yet sufficient to allow researchers to analyze the impact of ad delivery in the real world.

**Potential mitigations** Given the potential impact that discriminatory ad delivery can have on exposure to opportunities available to different populations, a natural question is how ad platforms such as Facebook may mitigate these effects. This is not straightforward, and is likely to require increased commitment and transparency from ad platforms as well as development of new algorithmic and machine learning techniques. For instance, as we have demonstrated empirically in Section 4.2.1 (and as [61] have shown theoretically), skewed ad delivery can occur even if the ad platform refrains from refining the audience supplied by the advertisers according to the predicted relevance of the ad to individual users. This happens because different users are valued differently by advertisers, which, in a setting of limited user attention, leads to a tension between providing a useful service for users and advertisers, fair ad delivery, and the platform’s own revenue goals; a formal statement of this claim for the theoretical notions of individual fairness [62] and its generalization, preference-informed fairness, can be found in [135].

Thus, more advanced and nuanced approaches to addressing the potential issues of discrimination in digital advertising are necessary. Developing them is beyond the scope of this study; however, we can imagine several different options, each with their own pros and cons. First, Facebook and similar platforms could disable optimization altogether for some ads, and deliver them to a random sample of users within an advertiser’s target audience (with or without market considerations). Second, platforms could remove ads in protected categories from their normal ad flows altogether, and provide those listings in a separate kind
of marketing product (e.g., a user-directed listing service like craigslist.org). Third, the platforms could allow the advertisers to enforce their own demographic outcomes so long as those desired outcomes don’t themselves violate anti-discrimination laws. Finally, the platforms could seek to constrain their delivery optimization algorithms to satisfy chosen fairness criteria (some candidates for such criteria from the theoretical computer science community are individual fairness [62] and preference-informed fairness [135], but a broader discussion of appropriate criteria involving policymakers is needed).

Digital advertising increasingly influences how people are exposed to the world and its opportunities, and helps keep online services free of monetary cost. At the same time, its potential for negative impacts, through optimization due to ad delivery, is growing. Lawmakers, regulators, and the ad platforms themselves need to address these issues head-on.
Chapter 5

Ideological Biases in Political Ads

The results in Chapter 4 show that Facebook’s choices during the ad delivery phase—where user personalization happens—can lead to dramatic skews in delivery along gender and racial lines, even when the advertiser aims to reach gender- and race-balanced audiences. In this chapter, we investigate how political ads could be similarly skewed across political leaning (Democrat or Republican in the context of the U.S.) by Facebook. Unlike job or housing ads, political ads do not have legal protections, and a disparity in distribution does not constitute discrimination. However, limiting the reach of such content poses a different form of harm, political candidates trying to reach disagreeing audiences could see their messages stifled by personalization. In aggregate, such decisions could reinforce political filter bubbles [191] for the platform’s users. We continue our focus on Facebook as our platform, but our methods are extensible to other platforms that employ personalization as well. The following discussion is from our published work [9] at the ACM Conference On Web Search and Data Mining (WSDM), 2021.

According to Facebook’s Ad Library [77], political campaigns have spent over $907M on Facebook ads worldwide since May 2018, with the Trump campaign alone currently spending over $1M each week [232]. Furthermore, a recent study found that, at the state level, ”more than 10 times as many candidates advertise on Facebook than advertise on TV” [98]. This adoption reflects the fact that social media platforms have substantially lowered the cost of advertising, expanding the number of campaigns who can feasibly reach voters through
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digital channels [98]. Given the growing importance of online ads to the political discourse, it is critical to understand how complex ad platforms like Facebook operate in practice.

Much attention has been had to the ad creation and targeting phase, where the advertiser selects their desired audience and uploads their ad creative. Researchers have shown that advanced targeting features on ad platforms can be used to prevent certain ethnic groups from seeing ads [16, 222]. For example, in 2016, the Trump campaign used these techniques to carry out "major voter suppression operations" aimed at lowering turnout among young women and black voters [110], and there is evidence that Russian organizations used these tools to interfere with 2016 U.S. presidential elections [203, 235].

However, the influence of the ad delivery phase in skewing the reach of political ads. As far as we are aware, we are the first to study whether such skews are introduced for political ads on real-world advertising platforms due to the ad delivery phase alone. We focus on Facebook because of its critical importance to today’s digital political advertising. We hypothesize that that Facebook may choose to deliver ads only to the subset of the political campaign’s target audience that it predicts will be aligned with a campaign’s views, despite attempts by the campaign to reach a diverse range of voters, and that this practice might play a role in political polarization by creating informational filter bubbles. Specifically, we seek to answer: Is a political campaign advertising on Facebook able to reach all of the electorate? Or, is Facebook preferentially delivering ads to users who it believes are more likely to be aligned with the campaign’s political views? Additionally, does Facebook vary ad pricing based on its hypothesized match between the target audience and campaign’s political views?

These questions are particularly urgent in light of the debate unfolding over the “microtargeting” of political ads. In late October 2019, Twitter decided to change its policy and ban all political advertising on its platform [137]. In response, U.S. Federal Election Commission (FEC) Chair Ellen Weintraub publicly argued that instead of banning such ads, ad platforms should limit political advertisers’ ability to narrowly target ads to ensure that “a broad public can hear the speech and respond” [249]. Shortly after, Google announced that it will significantly limit election ad targeting in order to “promote increased visibility of election ads” [108]. At the time of this writing, Facebook is considering reforms of its own ad platform, but details are sparse [104].

Our questions regarding ad delivery are important to these developments for at least two
reasons. First, skews resulting from ad delivery can raise fundamentally similar concerns to those raised about narrow targeting: an electorate who cannot “hear and respond” to political speech. Second, ad delivery algorithms might counteract the goals of restricting microtargeting by redirecting ads according to the choices of the ad platforms (in spite of broader target audiences). Policymakers must be alert to these implications.

To test our hypotheses, we became a political advertiser and ran over $13K\footnote{Throughout the study we refer to prices in U.S. Dollars.} of political ads under controlled conditions, and observed how Facebook’s algorithms delivered them. Unfortunately, Facebook makes it difficult to understand ad delivery along axes of political affiliation; to measure these results, we had to design careful experiments. First, we needed to determine which users Facebook was delivering our ads to, and whether skew (along political lines) exists among these users. We re-used techniques published in prior work [8, 222], using proxies based on ground-truth data from the voter records and political donation records. Additionally, we created audiences according to their political leaning—as inferred by Facebook—and used them simultaneously as part of an ad campaign but in a way that we can explicitly see the delivery to each subgroup. Second, we needed to determine if it is possible for a candidate to reach their entire audience. We used long-running ads, along with the Facebook-provided limits on how frequently a given set of ads can be shown to a user, to “force” the platform to consider delivering our ads to all of our targeted users. This way, we were able to “exhaust” the audience to determine how much of it the platform will allow a given message to be shown to. Third, we needed to determine how we were being charged for delivering ads to different sub-populations of the target audience. We used Facebook’s advertising reporting features, combined with proxies, in order to understand how our budget is split across users with different political leanings.

**Contributions** After running our ads and analyzing the results, we present the following contributions:

First, we show that, despite identical targeting parameters, budgets, and competition from other advertisers, the content of a political ad alone can significantly affect which users Facebook will show the ad to. For example, we find Facebook delivers our ads with content from Democratic campaigns to over 65% users registered as Democrats, while delivering ads...
from Republican campaigns to under 40% users registered as Democrats, despite identical targeting parameters. Moreover, our “control” ads with neutral political content that are run at the same time are delivered to a much more balanced audience (47% Democrats), showing that preferentially delivery is a result of Facebook’s ad delivery algorithm.

Second, we find that this effect is surprisingly not present when we target users who donated to political campaigns, rather than those who are registered for a given political party. Third, we find that that the delivery skew is present to an even greater degree when we use Facebook’s own political targeting features. For example, when we target an audience of users who Facebook believes have “Likely engagement with US political content (Liberal)”, combined with an equal-sized audience who Facebook considers to have “Likely engagement with US political content (Conservative)”, we find that our ads from Democratic campaigns deliver to over 60% liberal users (compared to ads from Republican campaigns, which deliver to 25% liberal users).

Fourth, we find that it can be difficult and more expensive for political campaigns to have their content delivered to those who Facebook believes are not aligned with the campaign’s views. For example, when re-running ads for Bernie Sanders (a liberal candidate) and Donald Trump (a conservative candidate), we find that when targeting an audience of conservative users, in the first day of the ad campaign, Facebook delivers our Sanders ad to only 4,772 users, while our Trump ad is delivered to 7,588 users. We find that the underlying reason is that our Sanders ads targeting conservative users are charged significantly more by Facebook than our Trump ads ($15.39 versus $10.98 for 1,000 impressions), despite being run from the same ad account, at the same time. Moreover, the difference cannot be attributed to some unknown underlying difference in liberal and conservative users’ use of Facebook, as our neutral ad targeting the same audiences and run at the same time is delivered much more uniformly, reaching 6,822 liberal and 6,584 conservative users at a cost of $12.07 and $12.65 for 1,000 impressions, respectively.

Fifth, we find that when an ad creative and landing page shown to the users is neutral, but we “trick” Facebook’s algorithm into believing the ad leads to a page with content taken from

---

2We find a similar, but flipped, effect if we target an audience of liberal users.

3Again, we see a similar, flipped effect when targeting liberal users.
a particular candidate’s campaign website, the skews in delivery and differential pricing are also present. This suggests that the ad delivery decisions made by Facebook are not driven exclusively by user reactions to the ad (as all such ads appeared identical to the users), but instead are made at least partially \textit{a priori} by Facebook itself.

Taken together, our results indicate that Facebook preferentially shows users political ads whose content it predicts are aligned with their political views, with negative implications for both users and campaigns. For users, such delivery limits users’ exposure to diverse viewpoints and—if Facebook’s inference is incorrect—may pigeonhole them into a particular slice of political ads. For campaigns, such delivery may inhibit them from reaching beyond their existing “base” on Facebook, as getting ads delivered to users the platform believes are not aligned with their views may become prohibitively expensive. Importantly, these effects may be occurring without users’ or campaigns’ knowledge or control.

Stepping back, our findings raise serious concerns about whether Facebook and similar ad platforms are, in fact, \textit{amplifying} political filter bubbles by economically disincentivizing content they believe are not aligned with users’ political views. Put simply, Facebook is making decisions about which ads to show to which users based on its own priorities (presumably, user engagement with or value for the platform). But in the context of political advertising, Facebook’s choice may have significant negative externalities on political discourse in society at large.

\textbf{Ethics} \hspace{1cm} All of our experiments were conducted with careful consideration of ethics. \textit{First}, we obtained Institutional Review Board review of our study, with our protocol being marked as “Exempt”. We did not collect any users’ personally identifying information from Facebook, and did not collect any information about users who visited our site after clicking on our ads. \textit{Second}, we minimized harm to Facebook users when running our ads by only running “real” ads, i.e., if a user clicked on one of our ads, they were brought to a real-world page not under our control that was relevant to the topic of the ad. In the few cases where the ads pointed to a domain we controlled, the visiting users were automatically and immediately redirected to a real page that we did not control. \textit{Third}, we minimized harm to Facebook itself by participating in their advertising system as any other advertiser would and paying for all of our ads. We registered as an advertiser in the area of “Social Issues, Elections or
Politics' [39], meaning our ads were subject to the same review as the ads of other political campaigns. Fourth, we minimized the risk of altering the political discourse through careful choices of the ad content (Section 5.1.2), and running approximately the same number of copies of ads for Republican and Democratic candidates, with the same budgets. The total amount we spent on political advertising while collecting data for this study ($13.7K) is minuscule compared to the ad budgets of real campaigns in the same period (likely in the millions of dollars [77]).

Limitations  It is important to note the limitations of our study (see Section 5.2.3 for a detailed discussion). Most importantly, we can only report results of our own ads; we are unable to make any statements about the extent to which any effects we observe exist for political ads run by real political campaigns, or political ads in general. However, the fact that we observe statistically significant skews in our small set of ads suggests that the effects we observed are likely present in the delivery of other political ads as well.

The rest of this chapter is organized as follows—Section 5.1 gives an overview of our methodology, Section 5.2 presents the results of our experiments, and Section 5.3 offers a concluding discussion.
Table 5.1 Number of uploaded records for Custom Audiences created using publicly available voter records. We divide the DMAs in the state into two sets, and create two audiences, each with voters registered with one party per DMA set (CA_A and CA_B). We repeated this process with separate voter records (creating CA_C and CA_D), allowing us to run experiments on separate audiences. The number of uploaded records does not match, as we uploaded records so that the Estimated Daily Reach was the same.

<table>
<thead>
<tr>
<th>DMA(s) [182]</th>
<th>CA_A</th>
<th>CA_B</th>
<th>CA_C</th>
<th>CA_D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dem</td>
<td>Rep</td>
<td>Dem</td>
<td>Rep</td>
</tr>
<tr>
<td>Greensboro, Charlotte</td>
<td>70,000</td>
<td>0</td>
<td>70,000</td>
<td>0</td>
</tr>
<tr>
<td>Wilmington, Raleigh-Durham, Greenville-(New Bern and Spartanburg)</td>
<td>0</td>
<td>63,137</td>
<td>0</td>
<td>54,000</td>
</tr>
</tbody>
</table>

5.1 Methods

In this work we aim to answer two related, but separate questions, and design our experiments accordingly. First, we want to verify whether the skew in delivery reported in previous work [8] exists along the lines of political affiliation for political ads. To this end, we replicate the study setup from [8] as closely as possible, including setting the campaign objective to “Traffic”. Second, we ask whether a political campaign determined to reach users who may not be aligned with its views—and explicitly requesting such audience from Facebook—can achieve their goal. To be able to better answer this question, we set the campaign objective to “Reach”.

For the sake of clarity, we run ads for only one Democratic presidential candidate (Bernie Sanders) and compare their performance to that of the ads for only one Republican candidate (Donald Trump). We choose these two candidates because at the time of experiment design (early July 2019), they had spent most on Facebook advertising among the major candidates of each party [77]. Therefore, their election performance is least likely to be influenced by ads run on our limited budget.

Next, we provide more details on the audiences and ad campaigns in our experiments, how we measured their performance over time, and the statistical apparatus necessary to interpret the results.
5.1.1 Creating audiences

We use two mechanisms for targeting audiences on Facebook: Custom Audiences and detailed targeting.

Recall that we are interested in studying the skew in delivery along political lines. Since Facebook does not provide ad delivery breakdowns by political leaning, but does provide breakdowns by location (Section 2.4.5), we craft our Custom Audiences in such a way that the statistics about the political leanings of the actual recipients of an ad can be inferred from the statistics about their location. Specifically, we follow the method introduced by prior work [8, 222].

Custom Audiences from voter records  We obtained publicly available voter records from North Carolina, which, in addition to PII, include each voter’s political party registration (if one exists). We then create Custom Audiences as follows:

1. Divide the DMAs in North Carolina into two sets of roughly equal population sizes.

2. Create a Custom Audience that contains PII of registered Democrats from the first set
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of DMAs and another Custom Audience with PII of registered Republicans from the second.

3. Upload the lists to Facebook, and compare their “Estimated Daily Reach” statistics provided by Facebook.

4. If one audience has a higher Estimated Daily Reach, subsample it and re-upload until the estimates match.

5. Repeat steps (2)–(4) with the opposite assignment: registered Republicans from the first set of DMAs and registered Democrats from the second set of DMAs.

Table 5.1 shows the summary statistics of the audiences created from voter records.

There are two distinctions between our method and previous work [8]. First, we introduce an additional step in an attempt to create audiences consisting of roughly equal numbers of Democrats and Republicans. We do so for ease and clarity of subsequent analysis; it is not strictly necessary to do so, as we will compare the delivery of two ads targeting the same audience and run at the same time to observe differences due to ad delivery (thus, any differences in population, usage, or time of day will affect both campaigns equally). Second, Facebook no longer provides advertisers with the number of uploaded records that match Facebook users, as these estimates have been shown to leak private information about individuals [243, 245]. Instead, we use the Estimated Daily Reach provided by Facebook with a budget set to a very high number (e.g., $1M/day), thereby obtaining an estimate of the total daily active users in the uploaded audience.

Custom Audiences from donor records We build separate Custom Audiences from publicly available donor records for political campaigns. The U.S. Federal Election Commission (FEC), in particular, makes publicly available the PII of all contributors who have donated a total of $200 or more towards a political campaign [92]. We obtain data from the FEC for individuals who have donated to the “Bernie 2020” or the “Donald J. Trump for President” committees as of July 1, 2019 to craft Custom Audiences of users who actively engage with these campaigns. Because there are fewer donors for Bernie Sanders than for Donald Trump in FEC data, we also use mid-year FEC filing by ActBlue, a popular Democratic fundraising platform [13, 202] to obtain a list of Democratic donors who donated less than $200. Since the
Table 5.2 Overview of Custom Audiences built from public FEC donor records and ActBlue. The number of uploaded records does not match, as we uploaded records so that the Estimated Daily Reach was the same.

<table>
<thead>
<tr>
<th>DMAs [182]</th>
<th>CA_E</th>
<th>CA_F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trump donors</td>
<td>Sanders donors</td>
</tr>
<tr>
<td>DMA Set 1</td>
<td>40,973</td>
<td>0</td>
</tr>
<tr>
<td>DMA Set 2</td>
<td>0</td>
<td>32,000</td>
</tr>
</tbody>
</table>

FEC data isn’t limited to a particular state or region, we randomly split all 210 U.S. DMA regions [182] into two sets, and then create Custom Audiences of approximately equal numbers of Democratic and Republican donors in each, by relying on the estimated daily reaches (as in Steps (2)–(4)) above. Table 5.2 shows the size and configuration of our audiences created from donor records.

**Detailed targeting audiences** Although the ability to create Custom Audiences is only granted to advertisers with some history of running and paying for ads (the exact eligibility criteria are not publicly disclosed), all advertisers can specify their audience using detailed targeting (Section 2.4.2). We create a number of audiences this way, selecting a geographic region centered around a town and Facebook’s inferred characterization such as “Likely engagement with US political content (Conservative)” and “Likely engagement with US political content (Liberal)”.

For some of the audiences we further narrowed the targeting by specifying additional required characteristics such as those who are, according to Facebook’s characterization, “interested in” topics such as “Donald Trump for President”, “Make America Great Again”, “Bernie Sanders”, or “Elizabeth Warren”. We aimed to approximately match the sizes of liberal and conservative audiences for each geographic region by adjusting the targeting radius around a chosen location until the Estimated Daily Reach matches. The Appendix presents the details and size statistics for these audiences.

### 5.1.2 Creating ad copies

We ran three types of ads throughout our campaigns: (1) merchandise ads for candidates that link to the candidates’ online campaign stores, (2) “issues ads” that have detailed
content and that link to the candidates’ websites, and (3) “neutral” political ads that simply encourage users to vote and link to generic voting information websites.\(^4\) The majority of ads we ran were replicated from real ads run by official political campaigns obtained from the Facebook Ad Library \cite{77}. Ads for Bernie Sanders’ merchandise store were the only exception, as—unlike the other campaigns in question—the Bernie Sanders campaign had not advertised merchandise on Facebook; we created the ad creative for this ad. Whenever the replicated ad was written in the first person, we changed it to be a third person reference to the name of the candidate (as we were not running the ads as the campaign itself). Examples of the ad copies of types (1) and (2) that we ran are presented in Figure 5.1.

5.1.3 Isolating role of content

Most of our ads link directly to either a candidate’s official website or generic voting information websites. In one of the experiments, however, we wanted to isolate the effect that the content of the advertised website has on the delivery skew, while keeping the users’ reactions to the ad (such as possible Likes, comments, or reactions) constant. We found that during ad creation, Facebook would automatically crawl the destination link as part of the ad review and classification process. We develop a methodology that would use this feature to create ads that look like they have the same content to users, but different content to Facebook.

To this end, we created a generic ad with a call to register to vote, a picture of the American flag, and a link to a nondescript domain: psdigital.info (see Figure 5.2). We created three copies of this ad, with each copy having a destination link to a different page under that domain. We configured our web server to deliver a different response for requests for these pages based on the IP address of the requestor. If the requestor was a Facebook-owned\(^5\) IP address, we served a copy of the HTML\(^6\) from the official Trump campaign website, the official Sanders campaign website, or a generic voting information website,\(^7\) depending on

\(^4\)https://www.usa.gov/election and https://www.usa.gov/register-to-vote
\(^5\)We determined Facebook IP addresses by using the IP address blocks advertised by Autonomous Systems numbers owned by Facebook.
\(^6\)Only the HTML code was served from our server; we modified the HTML so that all images, JavaScript, and stylesheets would be downloaded from the corresponding official websites.
\(^7\)https://www.usa.gov/register-to-vote
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Figure 5.2: Ads that have a destination link to our webserver (psdigital.info), which serves HTML from the candidate webpages to requests from Facebook’s IP addresses, but redirects all other traffic to a generic voting information site. The ads look identical to users, but different to Facebook.

the particular page under our domain requested. Otherwise, if the requestor was from any other IP address, the user would be immediately redirected to the generic voting information website. In this way, all three ads would appear identical to users (and those users would all be brought to the same voting information site if they clicked on the ad), but Facebook’s algorithm believed they linked to pages with different political content.

5.1.4 Collecting performance statistics

As mentioned in Section 2.4.5, Facebook provides semi-live statistics on how the ad is delivering. Once an ad starts running, we query Facebook every five minutes in order to get these statistics over the lifetime of the ad. For ads where we use Custom Audiences with
5.1.5 Statistical analysis

The core questions in this work revolve around comparisons of the fractions of Democrats (or Republicans) among the users exposed to two ads that differ in their content. The comparison process consists of two steps and is based on previous work [8].

First, we estimate the fraction of Democrats in each ad and the 99% confidence interval around that estimate as shown in Equation (5.1):

\[
\begin{align*}
L.L. &= \hat{p} + \frac{z_{\alpha/2}}{2n} - \frac{z_{\alpha/2}}{2} \sqrt{\frac{\hat{p}(1-\hat{p})}{n}} + \frac{z_{\alpha/2}^2}{4n^2}, \\
U.L. &= \hat{p} + \frac{z_{\alpha/2}}{2n} + \frac{z_{\alpha/2}}{2} \sqrt{\frac{\hat{p}(1-\hat{p})}{n}} + \frac{z_{\alpha/2}^2}{4n^2},
\end{align*}
\]

(5.1)

where \(L.L.\) is the lower confidence limit, \(U.L.\) is the upper confidence limit, \(\hat{p}\) is the observed fraction of Democrats in the audience, \(n\) is the total size of the audience exposed to the ad. To obtain the 99% interval we set \(z_{\alpha/2} = 2.576\).

Second, we compare whether the fractions in two scenarios are statistically significantly different. If their confidence intervals do not overlap (easily judged visually from the subsequent figures), the difference is statistically significant. If the intervals do overlap, we need to perform a difference of proportion test as shown in Equation (5.2):

\[
Z = \frac{(\hat{p}_1 - \hat{p}_2) - 0}{\sqrt{\hat{p}(1-\hat{p})(\frac{1}{n_1} + \frac{1}{n_2})}}
\]

(5.2)

where \(\hat{p}_1\) and \(\hat{p}_2\) are the fractions of Democrats in the two audiences, \(n_1\) and \(n_2\) are the total sizes of these audiences, and \(\hat{p}\) is the fraction of Democrats in the two audiences combined. If the resulting \(Z\)-score is above 2.576 (corresponding to 99% confidence) the difference in proportion is statistically significant.
5.2 Experiments and Results

We now present the detailed set-ups and results of our experiments. Recall that our aim is to study both (a) whether the content of a political campaign’s ad could lead to skew in delivery along political lines, and, if so, (b) whether a political campaign can successfully reach users who Facebook believes are not aligned with the campaign’s views. In the two subsections below, we address each of these questions in turn, before discussing the implications and limitations of our study.

5.2.1 Ad content and skew

We begin by examining whether the content of an ad can lead to skew in delivery along political lines.

**Voter records** Similar to methodology of prior work [8] for studying skews along race and gender, we use the Custom Audiences CA_A, CA_B, CA_C, and CA_D described in Table 5.1 that are based on voter records. These audiences are designed so that asking Facebook to report delivery statistics by DMA serves as a proxy for obtaining delivery statistics by political affiliation.

We create three ad creatives: one taken from the official Donald Trump campaign, another from the Bernie Sanders campaign (both found in Facebook’s Ad Library [77], shown in Figure 5.1 and linking to the respective campaign’s web site), and a “neutral” political ad that simply encourages users to vote and links to a generic election website.8 We then run one copy of each ad targeting each of the four Custom Audiences, for a total of 12 individual ads. Our ads are run with a daily budget of $20 per ad set and use the objective “Traffic” and optimization “Link Clicks” (Section 2.4.1).

Figure 5.3 (top row) presents the overall delivery statistics for these three ads, with the delivery statistics of all four instances of each ad aggregated together. We can immediately observe significant differences in delivery: The neutral ad delivers to 47% Democrats, while the Trump ad delivers to less than 40% Democrats. The Sanders ad, on the other hand, delivers to almost 70% Democrats. Note that this difference in delivery is despite the fact that

8https://www.usa.gov/election
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Figure 5.3: The estimated fraction of Democrats who were shown our ads, targeting both registered voters in North Carolina and political donor records. In the case of voter records, the ad delivery to Democrats ranges from approximately 69% for Sanders’ ad to only 39% for the Trump’s ad. In the case of donor records, we do not see statistically significant differences in ad delivery.

Donor records Having observed that delivery skew along political lines can occur due to the content of the ad, we next turn to examine whether that skew is amplified if we choose users who recently engaged with politics. In particular, we examine whether recent donors to political campaigns are estimated by Facebook to have greater relevance for our ads, when compared to users who are simply registered as Democratic or Republican voters. Thus, we use our Custom Audiences of donor records (CA_E and CA_F, described in Table 5.2); however, due to the limited size of the donor record databases, we are only able to run our experiment on two, and not four, audiences. Thus, we run six ads in the same manner as the experiment we just described.

The results of this experiment are presented in Figure 5.3 (bottom row). Surprisingly, we do not find statistically significant differences in the ad delivery between the three ads targeting political donors. While we can only speculate as to why we observe a skew with voter records but not with donor records, the absence of a skew for the donor record audiences might suggest that Facebook does not have sufficient information about these users to do accurate relevance estimation for political ads.
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Figure 5.4: We ran merchandise and issue ads with two levels of targeting specificity (Broad: users with “Likely engagement with US political content (Conservative)” or “... (Liberal)”; Narrow: additional detailed targeting for inferred interest in Donald Trump or Bernie Sanders), and targeting different regions (1: Celina, OH; 2: Dutchess, NY; 3: Lorain, OH; 4: Macclenny, FL; 5: McCormick, SC; 6: Richlands, VA; 7: Saginaw, MI; 8: Slinger, WI). In all cases, Sanders’ ads deliver to a larger fraction of Democrats than Trump ads even though they are targeting the same audiences at the same time using the same budgets. The effect is more pronounced for smaller audiences (compare, for example Merch, Broad, 3 and Merch, Broad, 6).

Detailed targeting  To further explore the role of Facebook’s use of inferences about its users in delivery and its impact on political ad skew, we next use audiences where we know that Facebook has inferred the political affiliation of its users. We do so using detailed targeting (Section 2.4.2), selecting attributes “Likely engagement with US political content (Conservative)” for one audience and “Likely engagement with US political content (Liberal)” for another. As discussed in Section 5.1.1, we then geographically limit our targeting to regions where we can ensure an approximately equal number of users in each audience (as shown by Facebook’s audience size estimates). Then, over a course of six hours we concurrently ran two ad copies, each to two audiences (a total of four ads): one Sanders ad targeting liberal users and another targeting conservative users, and one Trump ad targeting liberal users.
and another targeting conservative users. For this, and all further experiments, we optimize for “Reach”, not “Traffic”. To calculate the delivery skew of a politician’s ads, we sum reach across the two audiences, and calculate the fraction of deliveries to the liberal audience.

The result of our first experiment is shown in the top row of Figure 5.4. We can immediately observe similar skews in delivery to the ones observed for voter records, with the content of the ad causing delivery skew along political lines. This indirectly suggests that our hypothesis for the reasons behind differences for voter vs donor records could have some merit.

Next, we explore this finding in depth, varying three aspects of our experiment:

1. The size of the audience, as reported by Facebook’s Estimated Daily Reach,
2. The “specificity” of the audience (narrowing the detailed targeting further by attributes such as users’ inferred interest in “Donald Trump for President” or “Bernie Sanders” according to Facebook), and
3. The specific topic of the ad (adding ads that advertise small campaign-branded merchandise that users can purchase, as shown in Figure 5.1).

The results for these experiments are shown in Figure 5.4 (remaining rows), with each row representing a separate experiment. Experiments described as “issues” are run with the first two ad creatives from Figure 5.1 and “merch” ads correspond to the third and fourth creative in Figure 5.1.

We make a number of observations from this experiment. First, we observe statistically significant skews in ad delivery along political lines for all of our ad configurations. This suggests that such skew is a pervasive property of Facebook’s ad delivery system. Second, we observe that the skews tend to be less pronounced when the ads are targeting larger audiences (more than 10,000 daily active users). While we do not know the underlying cause of this phenomenon, we hypothesize that the larger audiences provide the platform with a big enough pool of users to afford “relevant” users regardless of their inferred political leaning. On the other hand, we suspect that when running our ads with smaller audiences, Facebook “exhausts” the (small) subset of users in the non-aligned audience (e.g., Sanders advertising to a conservative audience) for whom Facebook believes the ad is, in fact, relevant, and thus pauses or raises the price for delivery, but continues the delivery among the aligned audience. We explore this hypothesis in more detail in the next experiment.
Figure 5.5: Delivery statistics for ads that look identical to users, but appear partisan to the Facebook classification mechanism. (A) The skew in delivery is consistent with that observed in visibly distinct ads. (B) There is a financial penalty for trying to show an ad that Facebook deems non-aligned; reaching the same number of people in the same audience is up to 1.5 times more expensive.

Overall, our findings strongly support our hypothesis that the content of an ad could lead to skew in its delivery along political lines whenever the platform has enough information (or thinks it has enough information) about the political leanings of the users being targeted, and that the skew is due to ad delivery optimization algorithms run by Facebook, rather than to other factors. As discussed in the introduction, this has profound implications for political advertisers, users, and society.

5.2.2 Longitudinal delivery

We now explore what happens if a political campaign aims to reach users who Facebook believes are not aligned with the campaign’s views. Specifically, we “force” the Facebook ad platform to consider showing ads to all users in the political advertiser’s targeting set, including users for whom Facebook may believe the ad is not relevant. We do so in two steps: First, on a small audience we measure whether skew appears even if the ads look the same to users but differently to Facebook. Second, we run near-copies of real ads of political campaigns on a larger audience to measure the total effect. In both cases, we configure the campaigns using the objective “Reach” and optimization “Reach”, which enables us to tell Facebook to only show the ad once to each user each week, thus forcing the delivery
Figure 5.6: Ads for a political campaign deliver to more users and for a lower cost if the targeted users have the same partisanship. A and B - the delivery rates are the highest in the beginning of the ad runtime and for aligned audiences. C and D - the cost of reaching non-aligned audiences is higher, especially in the beginning of the experiment. E and F - the more people have already seen the ad, the more expensive it becomes to show it to even more people; that growth is log-linear (see F). G and H show the ratio between the cost of a political campaign advertising to a non-aligned audience and their competitor advertising to the same audience.

mechanism to ‘exhaust’ the audience rather than showing the ad to the same subset of users.

**Generic ads** We begin by applying the method described in Section 5.1.3, setting up ads that look identical to Facebook users (Figure 5.2) and, when clicked, redirect the user to a governmental website with instructions to register to vote. However, when visited by Facebook’s web crawler, each ad’s landing website shows different HTML: one serves Trump’s campaign HTML, another Sanders’, and a third a generic voting information site. Since all ads look identical to users, any skew can only be attributed to Facebook’s optimization based on the content of the linked website.

Each ad copy is targeted at four audiences: two that are Broad and two that are Narrow. The Broad audiences target “Likely engagement with political content (Liberal)” and “...Conservative”, and the Narrow audiences additionally target users with interest in Bernie Sanders and Donald Trump, respectively. Table 5.3 entries for Oxford, NC and
Scranton, PA provide detailed audience parameters and size statistics for the Broad and Narrow audiences respectively. Since we are attempting to reach everyone in the targeting set here, we set a higher budget $40 per day for each ad. These ads were run for two days and did not fully exhaust the audiences.

The results of this experiment are presented in Figure 5.5A. Even though the users see the same ad in all three cases, and therefore their explicit or implicit reactions to them are not more different than chance, the delivery is still skewed according to what Facebook’s crawler sees. We also present the price differentiation in Figure 5.5B. For a given audience, we measure how much it cost for the aligned ad to reach the same number of users as the non-aligned ad did. For example, it cost 1.5× more for the ad linking to Sanders’ campaign page (as perceived by Facebook) to reach the same number of users in the Broad conservative audience than the ad linking to Trump’s campaign page. Conversely, it cost 1.2× more for the ad linking to Trump’s campaign page to reach the same number of people in the Broad liberal audience than the ad linking to Sanders’ campaign page.

These results show that the contents of the destination link—and not users’ reaction or engagement with the ad—play a role in Facebook’s decision for skewed delivery and differential pricing. An implication of this finding is that two campaigns running an ad about the same issue to the same target audience might reach different fractions of that audience and at different prices, only because the destination links are different. This differential delivery and pricing may be particularly damaging for local political campaigns, where candidates may agree on some issues but not others.

Real ads We now turn to explore how this effect plays out for real-world ads that differ in content and destination link. In this experiment, we run three ads (Trump, Sanders, and neutral issue ads as before), each to two Narrow audiences over a period of seven days and with a daily budget of $100 for each ad and audience combination. The ad copies are the first two presented in Figure 5.1, and details about the target audiences are provided in Table 5.3 (the audiences from Michigan and Wisconsin). The conservative and liberal audiences were selected such that they had approximately the same daily active reach, and such that we expected our ads to have reached almost everybody in the audience by the end of the seven

\footnote{Our total spend over the week ended up being $4,228.19 distributed roughly equally among Sanders, Trump, and neutral ads.}
The results of this experiment are presented in Figure 5.6. We first focus on panel A, which shows the cumulative number of users reached over seven days (along with its derivative in panel B). We can observe that the delivery increases rapidly for all ads during the first day and then slows down quickly. However, we can observe two notable outliers in panel A: the Trump ad targeting the liberal audience and the Sanders ad targeting the conservative audience. Both of these non-aligned ads end up delivering to over 25% fewer users than their aligned counterparts. In other words, when the Trump ad is advertised to the conservative audience, it delivers to a total of 21,792 users; when the Sanders ad is run at the same time and targeted to the same conservative audience, it delivers to only 17,964 users. Note that this difference cannot be attributed to some unknown underlying difference between Facebook use between the users categorized as liberal and conservative by Facebook because the neutral ad delivers equally to liberals and conservatives, reaching approximately 23,000 users.

We turn to panel C, which shows the cumulative cost per thousand unique users to help explain why this is occurring. We can immediately notice an increasing cost trend for all ads: as the ads run longer, their cost increases substantially. Presumably, this is because Facebook first delivers the ad to the “cheaper” users in the target audience before deciding to spend our budget on the more “expensive” users. However, we can observe that the non-aligned ads are again outliers here: both show a substantially higher cost per thousand users, a difference noticeable from the first day of the experiment. By the end of the experiments, when the liberal ad is shown to the liberal audience, it is charged $21 per thousand users; when the conservative ad is delivered to the same audience, it is charged over $40 per thousand users.

Because the delivery rates slow down after the first day plots C and D make the growth of cost per 1,000 also appear to slow down. Therefore, we turn to plots E and F, which show this growth as a function of the size of reached audience, rather than time. We observe that the growth is rapid, and the running cost per 1,000 is growing exponentially as a function of the number of users reached. Finally, in plots G and H we show that the ratio between the cost a political campaign pays to show their ad to the non-aligned audience and the cost of their competitor showing to the same audience is relatively stable, between 2:1 and 4:1.

Overall, Figure 5.6 emphasizes three findings: First, the penalty for reaching a non-aligned audience remains at a relatively stable ratio between 2:1 and 4:1 as a function of audience
already reached (see Figure 5.6H). Second, that while the cost per thousand viewers grows linearly with time (Figure 5.6D), it grows super-linearly with the number of users already reached (Figure 5.6F). For example, panel F shows that the cost of showing the Sanders ad to the first 1,000 liberal users (solid blue line) is approximately $5, and the cost of reaching the first 1,000 conservative users with this ad is approximately $10. However, once 10,000 users in each of these audiences are already reached, reaching another thousand of liberal users costs approximately $15 (a three-fold increase) and reaching another thousand of conservative users costs approximately $37 (nearly a four-fold increase compared to the first thousand conservatives). Third, at the end of the experiment, both neutral ads and the two aligned partisan ads reached over 20,000 users, while the non-aligned ads reached significantly fewer. This demonstrates the core phenomenon: it is cheaper and more effective for a political campaign to reach audiences that are politically aligned (as inferred by Facebook) with their agenda, and as the campaign progresses it becomes more expensive to reach additional viewers.

Finally, we run a similar experiment targeting Broad audiences (i.e., audiences without specific interest in candidates). The results of this experiment are presented in Figure 5.7. We find that the core phenomenon holds there as well, and note that in some cases, the conservative audience is cheaper for Trump than the liberal audience is for Sanders.

5.2.3 Limitations

We now discuss limitations of our study and briefly mention the steps we took to mitigate them when possible. Controlling for all possible variables that may affect political ad delivery is beyond the scope and financial capabilities of our work, and is better suited to be performed by Facebook itself or by an independent third-party auditor that would be granted broader data and algorithms’ access than what is available through the ad interface. Similarly, it is important to note that we can only report on delivery skew that we observed for our own ads; we cannot draw any conclusions about how political ads in general (or all ads run by a particular campaign) are delivered. Nonetheless, the fact that we observe strong and statistically significant effects in our small set of ads suggests that the potential negative outcomes for individuals, political campaigns, and society in the context of ad delivery
Figure 5.7: The price penalty for showing to non-aligned audience is not just an effect of a particular location or targeting more “extreme” (Narrow) audiences. Findings from Figure 5.6 hold also in other cities and with weaker targeting (here: only political alignment, without additional interests). We note that in some cities Trump’s ads are cheaper for his aligned audience than Sanders’ ads are for his.

Role of advertiser’s identity  We have repeated a subset of our experiments using another advertising account registered as an advertiser in the area of “Social Issues, Elections, and Politics” and linked to a Facebook page unrelated to the first. Our results were quantitatively and qualitatively similar. This suggests that the effects we observed were not tied to our particular advertising account. Nevertheless, we do not make any statements about the extent to which the observed effects hold when run by real political campaigns with a more established history than ours.

Role of budget  We also re-ran a subset of our experiments with varying lifetime budgets ranging from $10–$100 per campaign, and with a generous bid cap of $10 in each auction.
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Our ads ran on consecutive weekdays at similar times; we observed qualitatively similar skews regardless of the budget. Although $100 per ad may seem small compared with the total political ad spending, such ads are representative of practice: recent work [11] that analyzes data from Facebook’s political ad archive has found that 82% of all political ads spend less than $100.

Role of competition

We ran each pair of campaigns targeting a particular audience representing two different political campaigns at the same time and with the same budget. Such a set-up is designed to ensure that both campaigns have the same users available for delivery (i.e., if run at different times, the skews could be attributed to different Facebook use patterns by liberals or conservatives) and both are experiencing the same competition from other advertisers (i.e., that it would not be the case that one campaign is under-performing because it happened to run at the same time that another large and wealthy advertiser was targeting those users, whereas another campaign avoided such a collision). Thus, running campaigns simultaneously is an effective strategy to isolate the effects of delivery optimization from other extraneous factors. However, to verify that the skews are not merely the effect of our ads competing with each other, we also re-ran a subset of campaigns separately. The qualitative and quantitative skew effects for those campaigns we similar.

Audience sizes

We aimed to match our constructed liberal and conservative audiences in size as closely as possible, but the matches are inevitably imprecise as Facebook only provides estimates of daily reach [35] rather than exact audience sizes.

User engagement with our ads

There are a number of ways users can engage with the ads we present, each of which potentially influences future delivery and pricing: reactions (‘like’, ‘love’, ‘haha’, ‘wow’, ‘sad’, ‘angry’), commenting, and sharing. Facebook advertising interface reports all such engagements. Additionally, Facebook might be collecting and using telemetric information; for example, how long each user spent looking at the ad. This telemetric information is not available to the advertisers (and thus, neither to us), but might still play a role in ad delivery optimization algorithms.

Some of our ads received reactions, comments, and re-shares from the users they were delivered to. We note four important, related observations, that emphasize that our findings about skew in delivery and differential pricing are not merely a function of the ad delivery
algorithm’s use of user engagement. First, we observe consistent skew and price differences in ads that look identical to users, yet trick Facebook into classifying them as partisan (Figure 5.5). Users do not react differently to ads that appear identical, and, therefore, the entire observed difference can be attributed to Facebook’s pre-delivery classification (and some random effects). Second, we observe consistent skew in delivery of ads that had virtually no engagement since they were run on small budgets and only for a few hours, as shown in Figure 5.4. Third, longitudinal ads with neutral content proved less engaging than either aligned or not-aligned ads, yet they eventually reached larger audiences and at lower prices (Figure 5.6). Specifically, non-aligned ads were shared at higher rates than neutral ads (0.34% vs 0.03% for conservative audience, 0.19% vs 0.05% for the liberal audience). This leads us to believe that the relatively lower costs of aligned ads compared to non-aligned ads do not stem from “free” exposures originating from re-shares. Finally, we do find a negative correlation between the fraction of positive reactions (“like” and “love”) among all reactions and the price in the longitudinal ads with $\rho = -0.91, p_{val} = 0.01$. Taken together, our work demonstrates although the skew in delivery as well as differential pricing can be further amplified during the course of delivery by users’ reactions, the primary reason stems from Facebook’s ad delivery optimization’s use of classification of an ad and its landing page content.
Table 5.3 Overview of the audiences created using Facebook’s inferred interests.

<table>
<thead>
<tr>
<th>Location</th>
<th>Liberal Audience</th>
<th>Conservative Audience</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Targeting</strong></td>
<td><strong>Size</strong></td>
</tr>
<tr>
<td>Celina, OH</td>
<td><strong>Engagement</strong>: liberal</td>
<td>1,500</td>
</tr>
<tr>
<td></td>
<td><strong>Interests</strong>: Bernie Sanders</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Radius</strong>: +25mi</td>
<td></td>
</tr>
<tr>
<td>Dutchess County, NY</td>
<td><strong>Engagement</strong>: liberal</td>
<td>15,000</td>
</tr>
<tr>
<td></td>
<td><strong>Interests</strong>: Donald Trump</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Radius</strong>: +20mi</td>
<td></td>
</tr>
<tr>
<td>Loraine, OH</td>
<td><strong>Engagement</strong>: liberal</td>
<td>20,000</td>
</tr>
<tr>
<td></td>
<td><strong>Radius</strong>: +13 mi</td>
<td></td>
</tr>
<tr>
<td>Macclenny, FL</td>
<td><strong>Engagement</strong>: liberal</td>
<td>8,500</td>
</tr>
<tr>
<td></td>
<td><strong>Interests</strong>: Bernie Sanders</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Radius</strong>: +24 mi</td>
<td></td>
</tr>
<tr>
<td>McCormick, SC</td>
<td><strong>Engagement</strong>: liberal</td>
<td>3,000</td>
</tr>
<tr>
<td></td>
<td><strong>Radius</strong>: +20 mi</td>
<td></td>
</tr>
<tr>
<td>Richlands, VA</td>
<td><strong>Engagement</strong>: liberal</td>
<td>5,000</td>
</tr>
<tr>
<td></td>
<td><strong>Radius</strong>: +34 mi</td>
<td></td>
</tr>
<tr>
<td>Saginaw, MI</td>
<td><strong>Engagement</strong>: liberal</td>
<td>13,000</td>
</tr>
<tr>
<td></td>
<td><strong>Radius</strong>: +10mi</td>
<td></td>
</tr>
<tr>
<td>Slinger, WI</td>
<td><strong>Engagement</strong>: liberal</td>
<td>2,900</td>
</tr>
<tr>
<td></td>
<td><strong>Interests</strong>: Bernie Sanders, U.S. Senator Bernie Sanders</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Radius</strong>: +21mi</td>
<td></td>
</tr>
<tr>
<td>Oxford, NC</td>
<td><strong>Engagement</strong>: liberal</td>
<td>3,000</td>
</tr>
<tr>
<td></td>
<td><strong>Radius</strong>: +12mi</td>
<td></td>
</tr>
<tr>
<td>Scranton, PA</td>
<td><strong>Engagement</strong>: liberal</td>
<td>3,000</td>
</tr>
<tr>
<td></td>
<td><strong>Interests</strong>: Bernie Sanders, Democratic Party (United States), U.S. Senator Bernie Sanders, Barack Obama, Joe Biden</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Radius</strong>: +45 mi</td>
<td></td>
</tr>
<tr>
<td>Michigan</td>
<td><strong>Engagement</strong>: liberal</td>
<td>34,000</td>
</tr>
<tr>
<td></td>
<td><strong>Interests</strong>: Democratic Party (United States), Bernie Sanders, U.S. Senator Bernie Sanders, Joe Biden, Barack Obama</td>
<td></td>
</tr>
<tr>
<td>Wisconsin and Michigan</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3 Discussion

Our findings suggest that Facebook is wielding significant power over political discourse through its ad delivery algorithms without public accountability or scrutiny.

**Implications**  
*First,* Facebook limits political advertisers’ ability to reach audiences that do not share those advertisers’ political views in ways that are significantly different from traditional broadcast media. The existence and extent of this skew may not be apparent to advertisers and varies based on their ad’s message and the destination link used by the campaign. For example, a campaign targeting a certain geographic region might reasonably expect to reach an audience whose political views are representative of users in the region. To discover otherwise would require careful research, as we have demonstrated in this study. Furthermore, the strength of delivery skews vary for campaigns of different political leanings and targeting different populations, making digital advertising inequitable for political campaigns with identical budgets.

*Second,* recent moves to restrict political advertisers’ targeting options [104, 108, 137], although valuable from a user privacy perspective [90, 139, 222], might be undermined by the operation of ad delivery algorithms, and even give companies like Facebook more control over selecting which users see which political messages. This selection occurs without the users’ or political advertisers’ knowledge or control. Moreover, these selection choices are likely to be aligned with Facebook’s business interests, but not necessarily with important societal goals.

*Third,* today, researchers, regulators, and campaigns lack access to algorithms and data required for a more thorough study of ad delivery skews and their likely impacts. In particular, although much has already been said about the inadequacy of current ad transparency tools provided by ad platforms [88, 176, 237], our work draws attention to the need to expand these efforts to account for ad delivery algorithms as well.

**Policy analysis**  
Today, U.S. law cannot do much, if anything, to directly change how ad platforms deliver political ads. For the foreseeable future, it is likely that the primary regulator of digital political advertising will not be the government, but rather ad platforms themselves.

The U.S. Congress has addressed conceptually similar ”ad delivery issues” in the past, albeit in a different domain. For example, the Federal Communications Commission (FCC)
enforces the so-called Equal-Time Rule [4], which originated in 1927 in response to worries that broadcast licensees could unduly influence the outcome of elections. The rule requires that licensees make air time available to all candidates for the same office on equivalent terms. However, the rule only applies to broadcast licensees, and has only narrowly survived constitutional scrutiny in part because it implicates government interests in managing limited broadcast spectrum [33].

Prevailing interpretations of the First Amendment are likely to block efforts to extend the logic of the Equal-Time Rule to digital advertising platforms, which are not regulated like broadcast licensees. As an initial matter, the First Amendment strongly protects political speech, and generally tolerates only narrowly-tailored government regulations [254]. This protection is so strong that legal scholars cannot even be confident that lighter-touch kinds of regulations—for example, a requirement that social media users be entitled to opt-in to micro-targeted political advertising—would survive constitutional scrutiny. Moreover, the Supreme Court recently declared that “the creation and dissemination of information” constitutes speech under the First Amendment [220]. This reasoning, which might expand the “commercial free speech” rights of companies, creates some uncertainty about the government’s ability to restrict corporations’ use of data in the context of digital advertising.

Looking ahead, it is clear that government regulation of digital political advertising is on firmest legal footing when it requires disclosure about who is speaking to whom, when, and about what [254]. Accordingly, Congress and the FEC can consider transparency requirements that will enable detailed auditing and research about ad targeting and the delivery of political ads.

Mitigations As an initial data, the public and the campaign managers need more information about the operation of ad delivery algorithms and their real-world effects. Ad platforms could increase transparency around political ads (including key metrics such as targeting criteria, detailed ad metadata, ad budgets, and campaign objectives) to enable further study of the effects of ad targeting and delivery. And they could provide access to and insight into the ad delivery algorithms themselves (including those involved in running the auction, relevance measurement and estimation, and bid and budget allocation on advertisers’ behalf), allowing third parties greater ability to study and audit their performance and effect on
political discourse. Without these and similar steps, policymakers and the public will be unable to formulate appropriate responses.

Ad platforms could also disable delivery optimization for political content, or at least allow advertisers to do so. They could also introduce more nuanced user-facing controls for political content delivery and expand public ad archives to make them more accessible and usable by everyone.

Finally, we call on ad platforms to acknowledge the central role they play in the delivery of political ads, and to collaborate with other key stakeholders—including researchers, political campaigns, journalists, law, policy and political philosophy scholars—to address that role when it is not aligned with public interests.
Chapter 6

User Experiences with Problematic Advertising

We saw in Chapter 4 that in an effort to find users who would find a job relevant, personalization can lead to discriminatory outcomes along race and gender. Chapter 5 shows how that the same mechanisms can limit the delivery of political advertising to non-aligned audiences. Given these effects, could personalization also find vulnerable users when an advertiser has a deceptive offer to advertise? Due to the scale of marketplaces like Facebook, an average user runs into ads on a vast variety of topics—ranging from neutral product ads, to opportunity ads, and even to problematic clickbait ads and scams. To investigate the kinds of problematic ads that exist on Facebook, and personalization’s role in exposing users to such content, we turn our attention to studying individual user experiences in this chapter.

To do so, we recruit a panel of 132 paid participants, who we select across a variety of demographic categories. We longitudinally observe participants’ Facebook ad experiences over a period of three months, collecting the ads they receive, and the revealed targeting information for each ad. We use a combination of (1) logged data and (2) quantitative surveys to measure our participants’ ad experiences. First, we instrument our participants’ web browsers to collect all Facebook ads they are shown in their desktop browsers, alongside the detailed targeting information Facebook provides for these ads. Second, using a combination of inductive qualitative coding, and deductive analysis of computational and social science research, as well as existing platform policies, we develop a codebook of ad categories, covering
a variety of potentially problematic ad types. Third, using human raters, we classify over 32,000 ads shown to our participants using this codebook. With this coded data, we regularly survey our participants to assess which types of ads—within the set of ads that they are shown by Facebook and which we annotated—they find problematic and why. The following discussion is from our published work at the USENIX Security Symposium, 2023 [10].

Given the wide variance in ads a user may potentially receive, it is important to consider whether some users’ overall ad experience might be worse than others. Prior work has illustrated the impact of harmful media [17, 29, 197, 218, 240, 246, 247], has theorized about the ways in which digital ads may harm users [100, 153, 183, 194, 200, 212, 258] has asked users themselves to express why they find certain ads problematic [260]. However, a complete understanding on the online ad experiences of individual users, along with a breakdown of the kinds of ads different users find problematic, remains elusive.

In this chapter, we build on prior work to systematically identify which categories of ads people perceive as problematic, evaluate if there are skews in the delivery of problematic categories of ads, and determine the roles of advertisers and personalization algorithms in the distribution of problematic ads. Thus, we aim to answer the following research questions:

**RQ1:** What categories of ads are perceived as problematic?

**RQ2:** Are there skews in the distribution of problematic ads?

**RQ3:** Who is responsible for any observed skews?

Using novel collected data from active Facebook users, we first examine the content that participants dislike (RQ1). We identify four categories of ads that participants find problematic (i.e., are disliked more than ads of any other category): deceptive ads, content that is prohibited by Facebook itself, clickbait, and ads considered sensitive by platform or government policy (e.g., ads for weight loss, gambling or alcohol).

We then statistically model the distribution of problematic ads across our panel (RQ2). Our results show that problematic content makes up a relatively small fraction of all ads our users see on Facebook—a median of 10%—but a subset of our panel is exposed to problematic ads over three times more often than the median participant. Looking at which participants
tend to receive more problematic ads, we find that participants who are older are more likely to see deceptive and clickbait ads, and those who are Black are also more likely to see clickbait ads. Men are additionally more likely to see financial ads, a complex category that is (i) considered sensitive by U.S. regulation and Facebook policy, as it may include offers for exploitative financial products, (ii) disliked by participants more than neutral ads, but (iii) which also may include beneficial financial products.

Finally, we investigate the extent to which the advertisers and the platform personalization algorithms are responsible for these biases (RQ3). We find that certain categories of ads (e.g., opportunity ads and ads for sensitive topics) tend to be much more narrowly targeted than neutral ads, suggesting that advertisers carefully choose which users are eligible to see these ads. On the other hand, we identify a subset of ads that are not targeted at all (i.e., the advertisers make all adult U.S. users eligible to see the ad), and find that demographic skews still persist for ads across different problematic categories. For example, we find that older users receive a much higher fraction of problematic ads overall, even when the advertiser did not use any targeting options. Similarly, we find that Hispanic users are shown a higher fraction of deceptive ads, and women see fewer financial ads. Together, our results shed light on users’ overall ad experiences on a major platform, and illuminate disparities in those experiences caused by a combination of advertiser choices and platform algorithms.

In the remainder of this chapter, Section 6.1 describes the methods we use for collecting and analyzing user data. Section 6.2 describes our process for annotating collected ads in detail. Section 6.3 presents results and observed skews from user experiences; Section 6.4 provides a concluding discussion about the impact of the observes skews, and also provides recommendations to mitigate the effects of personalization for problematic content.
6.1 Methods

Below, we describe our methods for recruiting a diverse and demographically balanced panel and for collecting the desktop ads our participants are shown by Facebook.

6.1.1 Panel Recruitment

We recruited our panel of Facebook users from two sources: by listing tasks on Prolific, an online crowd-work and survey platform, and by advertising on Facebook.

Participants were screened via a short survey.\footnote{Prolific participants were compensated with a base pay of $8.04 per hour for completing the screening survey while those recruited via Facebook advertisements were not compensated for the screening survey as there is no mechanism to do so. Demographics which we initially struggled to recruit were offered marginally more compensation. The survey took a median of 6 minutes and 9 seconds to complete.} Our criteria to be eligible for the study were that participants must (1) have an active Facebook account that (2) they use for at least 10 minutes per day (3) on a desktop or laptop computer (4) via either the Google Chrome or Mozilla Firefox browsers (5) without using ad blockers or tools for anonymous browsing (e.g., Tor). Additionally, we went to significant lengths to recruit a diverse panel across select demographic variables: race and ethnicity (white; Black; Hispanic; Asian), gender (men; women), age (younger than Generation X [58]; Generation X or older) and educational attainment (below a bachelor’s degree; bachelor’s degree and above). We sought to balance our panel among all combinations of our chosen demographic variables (e.g., representation for Generation X Hispanic women with high educational attainment) but we struggled with recruitment and retention of some demographics, partly due to the distribution of users who participate in online studies or use the platforms we recruited on [199, 219, 226]. We made a continuous effort to balance our sample by accepting participants on a rolling basis and not screening in those with demographics we were saturated with. Table 6.1 shows the ultimate demographic breakdown of our participants.

Unfortunately, while all participants were screened based on their Facebook usage, not all users contributed a significant number of ads during the 3 month study period. Of the 184 participants originally enrolled in the study, 132 were active participants, which we define as those who contributed at least 30 ads (on average 10 per month) over the course of the three months of their participation in the study.
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Table 6.1 Demographics of panel participants. Active participants are those who contributed at least 30 ads over the course of the study. Population percentages from the U.S. 2020 Census shown for comparison of representativeness.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Recruited n</th>
<th>Recruited %</th>
<th>Active n</th>
<th>Active %</th>
<th>Census %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Female</td>
<td>96</td>
<td>52.17</td>
<td>71</td>
<td>53.79</td>
<td>50.5</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>86</td>
<td>46.74</td>
<td>59</td>
<td>44.70</td>
<td>49.5</td>
</tr>
<tr>
<td></td>
<td>Non-binary</td>
<td>2</td>
<td>1.09</td>
<td>2</td>
<td>1.52</td>
<td>–</td>
</tr>
<tr>
<td>Age</td>
<td>Younger than Gen-X</td>
<td>134</td>
<td>72.83</td>
<td>88</td>
<td>66.67</td>
<td>33.6</td>
</tr>
<tr>
<td></td>
<td>Gen-X and older</td>
<td>50</td>
<td>27.17</td>
<td>44</td>
<td>33.33</td>
<td>47.8</td>
</tr>
<tr>
<td>Race / Ethnicity</td>
<td>White</td>
<td>105</td>
<td>57.07</td>
<td>82</td>
<td>62.12</td>
<td>75.8</td>
</tr>
<tr>
<td></td>
<td>Latino/Hispanic</td>
<td>21</td>
<td>11.41</td>
<td>16</td>
<td>12.12</td>
<td>18.9</td>
</tr>
<tr>
<td></td>
<td>Black</td>
<td>53</td>
<td>28.80</td>
<td>32</td>
<td>24.24</td>
<td>13.6</td>
</tr>
<tr>
<td></td>
<td>Asian</td>
<td>21</td>
<td>11.41</td>
<td>16</td>
<td>12.12</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>3</td>
<td>1.63</td>
<td>3</td>
<td>2.27</td>
<td>–</td>
</tr>
<tr>
<td>Education</td>
<td>Below Bachelor’s</td>
<td>72</td>
<td>39.13</td>
<td>51</td>
<td>38.64</td>
<td>58.5</td>
</tr>
<tr>
<td></td>
<td>Bachelor’s or above</td>
<td>112</td>
<td>60.87</td>
<td>81</td>
<td>61.36</td>
<td>32.9</td>
</tr>
</tbody>
</table>

Total 184 132

6.1.2 Data Collection

Logged Data. Our study collected the ads that were shown to our participants on their Facebook news feeds while using Facebook on a desktop computer over a 3 month period. In order to collect our participants’ ads, we used a browser extension, based on the NYU Ad Observer project [84, 189]. We modified Ad Observer to include unique participant IDs along with the ads reported to our server, and we introduced an additional “Surveys” tab that serves participants monthly surveys to collect their sentiments for their individual ads. Across all of our recruited participants, we collected 165,556 impressions to 88,509 unique ads. Repeat impressions of ads are relatively sparse in our data—a median of twice per ad per participant—and only 5.33% of our ads are shown more than 3 times to a participant.

Targeting Data. We also collected ad targeting information provided by Facebook through its “Why am I seeing this?” API [83], which reveals information about how the advertiser selected their target audience [14]. While prior work has shown that Facebook’s target-
ing explanations can be incomplete, and include only one targeting criteria in each ad explanation [14], we find empirically that the system has changed since. We also observe differences between the summarized targeting data which is shown on the user interface, and what is reported through the API. Our data includes several instances of multiple targeting criteria—62.7% of ads in our data with interest targeting include more than one interest.

**Survey Data.** Every month, we prepared a survey that assesses participant sentiments toward the ads they saw on Facebook during the prior month. Specifically, for each ad that we showed to a user in the survey, we asked them: “Which of the following, if any, describe your reasons for *disliking* this ad?” and present the following non-mutually exclusive answer choices:

- It is irrelevant to me, or does not contain interesting information.
- I do not like the design of the ad.
- It contains clickbait, sensationalized, or shocking content.
- I do not trust this ad, it seems like a scam.
- I dislike the advertiser.
- I dislike the type of product being advertised.
- I find the content uncomfortable, offensive, or repulsive.
- I dislike the political nature of the ad.
- I find the ad pushy or it causes me to feel anxious.
- I cannot tell what is being advertised.
- I do not dislike this ad.

We then ask: “Which of the following, if any, describe your reasons for *liking* this ad?” and present the following non-mutually exclusive answer choices:

- The content is engaging, clever or amusing.
- It is well designed or eye-catching.
- I am interested in what is being advertised.
- It is clear what product the ad is selling.
- I trust the ad, it looks authentic or trustworthy.
• I trust the advertiser.
• It is useful, interesting, or informative.
• It clearly looks like an ad and can be filtered out.
• I do not like this ad.

Answer choices for these questions are drawn from Zeng et al.’s taxonomy of reasons for users’ like or dislike of ads [260], with the exception of one item. In a small pilot version of this survey, in which we allowed participants to also provide free-text answers of their reasons for liking and disliking Facebook ads with 300 respondents, we identified an additional reason for liking an ad, “This ad is filterable”, so we included it to capture a broader spectrum of reasons users like ads.

We survey participants about at most 5 ads from each of our seven ad categories (Section 6.2). We limit the monthly surveys to up to 35 ads each so that it did not become prohibitively long (more than 20 minutes) for participants to complete.

Study Deployment. We began data collection in November 2021, with participants recruited on a rolling basis. Each participant was a part of our study for three months. The final participant completed the study in September 2022. We compensated our participants by paying them up to $60: $5 when they signed up, $15 for each month they kept the plugin installed and completed the monthly sentiment survey, and upon completing all three months of the study, they were rewarded with a $10 bonus payment. Those participants who dropped out of our study were compensated using the scheme above based on how long they did participate. Since we deployed surveys directly through our extension, we were not able to assess average time of completion, but pilot tests of the survey averaged a completion time of about 15 minutes.

6.1.3 Analysis

Here, we describe the quantitative methods we employ to analyze survey responses, logged ad observations, and ad targeting data. We limit all our analyses to the 32,587 ads that we annotated (see Section 6.2), and to our list of active participants (Table 6.1).
RQ1. For survey responses, we use Chi-squared ($\chi^2$) tests for equality of proportions to compare rates of ad dislike. We also report Cohen’s $\omega$ as the effect size of the Chi-squared tests to characterize the scale of differences. As a general guideline, $\omega = 0.1$ is considered a small effect, 0.3 is a medium effect, and 0.5 and above is considered a large effect [49]. We examine the association between the reasons for dislike mentioned in the surveys and the ad type through mixed-effects logistic regression models. To control for variance in participants’ individual preferences, we include a random effect term for each participant. In line with statistical best practice [102], we do not correct our regression models as each model represents a purely complementary comparison (e.g., contains a distinct dependent variable).

RQ2. To understand disparities in the distribution of ad types, we treat number of ad types observed for each participant as a frequency distribution. To quantify inequality in this distribution, we compute skewness [252], a measure of asymmetry for a probability distribution, computed via its third standardized moment. A positive skew implies a distribution with a long right tail, while a negative skew means the left tail is longer. We also compute the Gini coefficient [251] to measure inequalities across participants. To understand inequities between demographic groups, we use linear regression models to model the fraction of each ad category in participants’ ad diet, as a function of their demographics.

RQ3. To disentangle ad delivery’s influence from ad targeting in our observations, we use the advertising interface to obtain audience size estimates for each ad. Concretely, we query Facebook’s advertising API for monthly “reach” estimates for the targeting specifications of every ad in our dataset. Note that these estimates are not accessible for ads that use Custom Audiences (CAs), such as phone number uploads or cookie re-targeting; those are only known to the owners of these CAs. We use linear regressions similar to RQ2 to identify differences between demographic groups that appear due to the platform’s ad delivery practices.

6.1.4 Ethics

Given the sensitivity of the data we were collecting, we took care to follow best practices, maximizing beneficence while minimizing harm to our participating users and Facebook itself. First, our research project was approved by our institution’s Institutional Review Board (IRB). Second, we collected the minimal data on our participating users necessary to conduct
the study; we only collected personally-identifiable information where necessary to facilitate payments, and we used unique, random identifiers for all survey responses and ads collected. Third, we controlled access to the uploaded pseudonymous data to just the research team, and we do not plan on making this data generally available to protect the privacy of our users. Finally, we minimized the harm to advertisers and Facebook itself by not causing any ad impressions that would not have otherwise occurred; the only additional requests to Facebook were to fetch the targeting specifications, and to later retrieve audience sizes of these specifications.

While Facebook prohibits collection of data using automated means in its terms of service (ToS), we argue that the public benefits of our work outweigh the risks posed to Facebook. Further, violating ToS by scraping content that is otherwise available through non-automated means is not considered a violation of the U.S. Computer Fraud and Abuse Act [239]. Platforms, however, reserve the right to ban users who scrape or have done so in the past.
6.2 Categorizing Ads

In order to evaluate whether there are inequities in participants’ exposure to problematic ads, we first evaluate which of our collected ads are problematic. To do so, we develop a codebook to categorize the ads our participants see, and then use that codebook to annotate a significant subset of their ads.

Creating the codebook. We use a combination of inductive qualitative coding [47, 228], and deductive analysis [18] of prior work and platform policies to develop a robust categorization of participant ads. To create our initial inductive categorization of Facebook ads, we conducted pilot data collection with 7 participants, collecting their ads with our browser extension between June and July 2021. We then cross-referenced our initial codebook with platform and governmental policies and empirical research to develop our final ad categories. Our categorization particularly focuses on capturing problematic ads, though we also make sure our codebook captures content that users might find unproblematic, such as products, events, or local businesses. Below, we define our categories, describe how we reason about them, and provide examples from our dataset.

6.2.1 Deceptive

Ads that may overtly or deceptively lead users to engage with fraudulent offers, potential scams, false or misleading claims, or predatory business practices (e.g. recurring billing). This includes fraudulent offers, potential scams, false or misleading claims, predatory business practices. Examples: Guaranteed monthly income, sign-up flows for personal information ("clickfunnels"), non-descript offers with requests for direct messages.

Deceptive advertising and its breadth is notoriously hard to capture (see, e.g., a review of definitions [95] and a diversity of FTC reports on the subject [99]). Therefore we define this code broadly, to be able to capture multiple forms of deceptive and scam content. We categorize financial and personal information scams, fraudulent offers, and a diverse array of misleading content as Deceptive. Many aspects that we cover in this definition are covered by Facebook’s policies for unacceptable business practices [71], unrealistic outcomes [72], and broadly under the platform’s deceptive content policy [74]. Prior work has documented
deceptive ads in contexts such as malicious web advertising [153], social engineering attacks [183], and distributing malware [200, 258].

Figure 6.1: Example Deceptive ad; multiple reviews on Facebook page mention a rebate was never issued.

Qualifies:

- Ads that have potential to harm users financially, such as:
  - Payday loans, paycheck advances, bail bonds, or any short-term loans.\(^2\)
  - Debt settlement services, especially with strongly worded guarantees.
- Services which are highly unlikely to result in the advertised outcome, e.g. fat burning pills, guaranteed monthly income etc.
- Scams, either for money or personal information, that we can confirm via Facebook reviews or Better Business Bureau reports.

\(^2\)Also considered deceptive in Facebook’s policies [70].
• Ads that employ deceptive tactics, such as:
  – Containing false or exaggerated claims.
  – Designed to look like they are advertising a different product than the linked webpage.
• Overly pushy or manipulative ads.
• Predatory business practices such as: requests for direct messages, recurring/non-cancellable billing as mentioned by users.

Does not qualify:

• Sketchy product ads for which we cannot find evidence of deception.
• Visibly low quality products that are not inherently harmful e.g. clothing, jewellery, novels.

6.2.2 Clickbait

Ads that intentionally omit crucial information or exaggerates the details of a story to make it seem like a bigger deal than it really is [43]. Such ads often have three distinct characteristics [260]: the ad is attention grabbing, the ad does not tell the viewer exactly what is being promoted to “bait” the viewer into clicking it, and the landing page of the ad often does not live up to people’s expectations based on the ad. Examples: Provocative news headlines, celebrity gossip, incomplete offers (“Click to find out”).

Prior work has documented how clickbait ads are attention grabbing by being unclear, and do not live up to users’ expectations [195, 260]. It has also been found to waste users’ time [212], contain provocative content [194], and act as a vehicle for misinformation [129, 194, 261]. Facebook’s policies also recognize the misleading and annoying nature of clickbait, and they enforce policies to reduce exposure to such content [43, 76, 170].

Qualifies:

• Ads where the text, headline, and description together don’t clarify what precisely is being advertised.
• Ads that omit information to entice users.
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Figure 6.2: Example Clickbait ad.

- Have very dense text in the image.
- Invite the users to tap a section of the image/button in image for results.
- Ads for products that are actually affiliate marketing links or data collection forms, e.g. home renovation and solar panel surveys.

Does not qualify:

- Ads that use loud language but are clear about what the advertised product, e.g. e-commerce ads that advertise 200% growth in business but are upfront that they’re advertising an online course.
6.2.3 Potentially Prohibited

Ads that may not be allowed on the platform according to Facebook’s prohibited content policies [168] on unacceptable content, dangerous content and objectionable content. Examples: Tobacco, drugs, unsafe dietary supplements, multi-level marketing, weapons.

Facebook’s policies prohibit several types of ads [74], including but not limited to ads for tobacco, adult content, body parts, payday loans, and multi-level marketing. Ads that pose a security threat to users, such as spyware or malware, non-functional landing pages, and efforts circumventing review systems, are also prohibited [169]. Even with an extensive policy, Facebook’s ability to accurately detect content and enforce policies is limited (see, e.g., prior work documenting challenges in detection and enforcement of political advertising policies [66, 149]). We therefore code for ads whose content match any of Facebook’s prohibitive policies. We note that only Facebook can enforce these policies – therefore we refer to our annotations as potentially prohibited.

Qualifies:

- Prohibited substances—such as illegal prescription and recreational drugs, tobacco, and related products.
- Unsafe dietary supplements and medical treatments.
- Weapons, ammunition or explosives.
- Adult products or services.
- Instant loans, pre-financing and security deposits.
- Selling human body parts or fluids.
- Multilevel marketing, or income opportunities that offer quick income with low investment.
- Spyware or malware.
- Ads against vaccinations.

Does not qualify:

- Products for sexual or reproductive health, such as medical devices for family planning and contraception.
Figure 6.3: Example Potentially Prohibited ad; advertises a business plan that offers quick income with low investment.

6.2.4 Sensitive

Ads that fall under Facebook’s content-specific restrictions policy [74]: such content isn’t prohibited but, given its sensitive nature, it must comply with additional guidelines, including written permissions and targeting restrictions.

Facebook subjects ads for sensitive topics to additional scrutiny on their content and targeting practices [74]. For example, ads for weight loss programs can only be targeted to people at least 18 years or older; financial advertisers must provide authorization by regulatory authorities, and online pharmacies require an additional certification [69].

In addition to platform policies, sensitive ads closely relate to prior work on content that targets user’s vulnerabilities [97, 100] — such content may be benign to some users but may
foster negative thoughts or behaviors for others [122, 174]. Gak et al. [100], for instance, found that among people with a history of unhealthy body stigmatization, dieting, or eating disorders, being targeted with weight-loss-related ads had negative emotional and physical outcomes.

Within Sensitive ads, we find an increased prevalence (more than two-thirds) for Financial ads, so we break this code into two sub-codes — **Sensitive: Financial** and **Sensitive: Other**.

**Sensitive: Financial**: Ads that contain products or services related to managing finances, building credit, and other financial tools. Such ads are subject to content-specific restrictions on Facebook [74], and must comply with additional targeting and authorization restrictions. **Examples**: Credit cards, loans, mortgage financing.

**Qualifies:**

- Loans and mortgage financing ads.
- Checking, savings and brokerage accounts ads.
- Credit card ads.
- Ads regarding financial and investment advice.
- Cryptocurrency or stock investment opportunities.

**Does not qualify:**

- Ads that reference saving money, but whose products or services are not inherently financial (e.g. browser extensions for deal-hunting).
- Insurance advertising.
- Ads for selling homes.

**Sensitive: Other**: Ads that contain subject matter that may be sensitive or triggering for users to view, or they may contain content that is harmful for vulnerable groups (e.g. those suffering from an addiction). Such ads are subject to content-specific restrictions on Facebook, and must comply with additional targeting and authorization restrictions. **Examples – Sensitive: Other**: Weight loss programs, online mental health prescription services, online slot machines.

**Qualifies:**
• Alcohol.
• Gambling, casinos, online slot machines.
• Dieting, weight loss treatments, anything related to body image.
• Prescription and over-the-counter drugs.
• Online pharmacies and services for mental and physical health.

Does not qualify:

• Ads for meal plans.
• Popular brick and mortar pharmacy ads e.g., CVS and Walgreens.
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6.2.5 Opportunity

Ads that present any employment, housing, or educational opportunity to users. Examples: Degree programs, jobs or gig-work, fellowships, scholarships.

We coded for ads that displayed opportunities for users, such as a job or gig, higher education, or apartments and homes for sale. Facebook’s own policies prohibit discrimination in targeting of opportunities, or advertising fraudulent or misleading opportunities [75]. Further, cases of discrimination in the delivery of online opportunity ads [8, 53, 136] led us to code these ads to examine their distribution among our participants.

Qualifies:

- Ads for a job or gig, such as
  - Full- or part-time employment opportunities.
  - Gig-work opportunities like Uber, Doordash etc.
Figure 6.6: Example Opportunity ad; advertises a job.

- Local job fairs.
- Ads for educational opportunities (for-profit universities and online degrees included).
- Fellowships, scholarships, writing contests, etc.

Does not qualify:

- Product sweepstakes or cash-back promotions.
- Ads with financial opportunities (savings, credit cards etc.), regardless of how big the sign-up rewards are.
- Online studies or market research opportunities, regardless of compensation.
6.2.6 Healthcare

Ads that contain products, services or messages related to healthcare, fitness, mental and physical wellness. Examples: Medical devices, gym equipment, public health announcements, fitness programs, health insurance.

We find a wide array of healthcare-related ads that are broader than the content covered by Facebook’s content-specific restrictions (Sensitive), and we use a separate code to capture such content. These ads are diverse in nature, ranging from helpful to possibly problematic.

![Example Healthcare ad; advertises a cosmetic treatment.](image)

**Figure 6.7:** Example Healthcare ad; advertises a cosmetic treatment.

**Qualifies:**

- Fitness products or services, and gym memberships.
• Vitamins or supplements.
• Physical appearance-related products or services, like hair growth supplements.
• Health insurance.
• Dieting products or services (also annotated as Sensitive).
• Online mental health clinics and prescription services.
• At-home medical monitoring devices.
• Public-health announcements (e.g. CDC, WHO).
• Ads for children’s health.

Does not qualify:

• Ads for meal plans.
• Ads for pet health.

6.2.7 Neutral

Ads that simply seek to advertise a product, service, local event, apolitical news etc. Ads that don’t fall into other categories, and seem benign based on their impact on users, should be marked Neutral. This code is mutually exclusive from all others. Examples: Sales, product deals, local events.

Qualifies:

• Product ads.
• Services and subscriptions.
• News and information ads, from news outlets as well.
• Religious ads.
• Insurance ads.

Does not qualify:

• Ads that fit strongly into one of our other specific categories.
• Ads with either opportunities or potential harmful outcomes for users.
6.2.8 Political

Ads that contain any overt references to political subject matters. *Examples:* Political campaign ads, petitions for political causes.

**Qualifies:**

- References to any political candidates or figures.
- References to any bills, laws, legislation, etc.
- Petitions, causes, events, or fundraisers that are politically affiliated or motivated.
- References to political parties.

**Does not qualify:**
• Ads for political merchandise, e.g. t-shirts.
• Religious ads.

While we initially coded for political ads, we exclude them from our analysis. We consider ads for political content to be outside of our scope for this study due to challenges in measuring user perceptions of political ads [221]; further, problematic content [261], delivery [8] and policy [149] surrounding political ads are well-addressed in recent prior work.

The prevalence of each category in our annotated data is shown in Table 6.2. Figure 6.10 also shows concrete examples of each category. We leave a small fraction of ads (122, 0.41%) in our dataset uncategorized because they do not fit into our codebook, but are also not
Table 6.2 Prevalence of each code in our annotated dataset.

<table>
<thead>
<tr>
<th>Code</th>
<th>Count</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>20,596</td>
<td>68.52</td>
</tr>
<tr>
<td>Healthcare</td>
<td>3564</td>
<td>11.86</td>
</tr>
<tr>
<td>Opportunity</td>
<td>2267</td>
<td>7.54</td>
</tr>
<tr>
<td>Sensitive: Financial</td>
<td>1429</td>
<td>4.75</td>
</tr>
<tr>
<td>Sensitive: Other</td>
<td>631</td>
<td>2.10</td>
</tr>
<tr>
<td>Clickbait</td>
<td>1182</td>
<td>3.93</td>
</tr>
<tr>
<td>Deceptive</td>
<td>542</td>
<td>1.80</td>
</tr>
<tr>
<td>Potentially Prohibited</td>
<td>253</td>
<td>0.84</td>
</tr>
<tr>
<td>Political</td>
<td>263</td>
<td>0.87</td>
</tr>
</tbody>
</table>

benign; often, these are potentially deceptive offers which we are unable to verify. Since some of our participants are recruited from Facebook, we observe an increased prevalence of research-study-related ads (2558, 7.85%). We use an auxiliary code “Study” to annotate all such ads, and remove them from all subsequent analyses.

In our annotation, we allowed for double-coding when an ad fell into two or more categories (e.g., an unclear ad for “5 Steps My Clients Use to Overcome Anxiety” falls into both Healthcare and Clickbait). However, we do not allow multiple codes when an ad is categorized as Neutral.

6.2.9 Coding Ads

Across all of our recruited participants, we collected 165,556 impressions to 88,509 unique ads. Out of these, 83,507 (94.3%) ads and 156,213 (94.3%) impressions were contributed by the participants ultimately deemed active (and considered in the remainder of the study). Due to the high volume of ads, we annotated a random subset of up to 200 ads per participant per month. Since we repeated this sampling strategy every month for each participant, we avoid introducing time- or participant-related sampling biases to the subset of our data we annotated. Through this sampling process, we were able to annotate 32,587 out of our collected 88,509 ads, or 36.8% of them.

The authors annotated the first two months of data. For the remaining months, we hired two students from our institute as external annotators. We choose to hire annotators locally instead of crowd-workers to be able to train them to use our codebook properly and
communicate in case of errors. The annotators were shown the ad’s text and a screenshot of the ad (e.g. Figure 6.10) during annotation tasks.

Since our annotation task consists of multiple labels and we consider agreement for more
than two annotators, we use Krippendorf’s Alpha with the Jaccard set distance function to evaluate agreement between annotators. External annotators were first trained to use the codebook on a pilot task using the authors’ gold standard annotations. Subsequently, every month, we picked a 5% subset of the month’s ads to overlap across both annotators and the first author. If agreement on this common subset was low ($\alpha < 0.70$), we went over discrepancies and re-calibrated our use of the codebook. We repeated this exercise each month to ensure annotation quality remained high. The final agreement on our annotated data, $\alpha = 0.726$, is considered ‘substantial’ [148].

We specifically avoided using machine learning to avoid mis-labeling points in our data. Deceptive content, in particular, requires a level of investigation that would not be possible with automation. To investigate whether an ad is indeed deceptive, annotators are asked to visit the advertised web page, look at the advertiser’s Facebook page, and inspect reviews on Facebook and Better Business Bureau.

**Post-processing.** Finally, while we annotate multiple codes per ad for a richly described dataset, we post-process our coding to translate into one code per ad. We do this for easier interpretation of the following results (Section 6.3), particularly in regression analyses. In line with the severity of restrictions in Facebook’s policies [74], we translate sets of codes to a single code in the following precedence order:

6.3 Results

We now summarize our study’s results. Section 6.3.1 identifies which categories of ads participants find problematic (RQ1). Section 6.3.2 investigates the distribution of problematic ads (RQ2). Section 6.3.3 examines the reasons for the discovered discrepancies (RQ3).

6.3.1 What do participants find problematic?

![Figure 6.11: Fraction of responses where participants showed dislike for an ad category (i.e., chose “I do not like this ad” in the survey). 95% confidence intervals for (binomial) proportions are estimated via normal approximation.](image)

To evaluate whether our participants found certain ad categories problematic, we first examine general dislike: whether participants dislike a higher fraction of particular ads. We then evaluate reasons for disliking: whether participants have different reasons for disliking each category in our codebook. Specifically, to evaluate general dislike, we use $\chi^2$ proportion tests to evaluate differences in the proportion of ads in each category that participants marked as “I do not like this ad” in the second question of our survey (Section 6.1.2).

Figure 6.11 shows the fraction of responses, for each category, that were disliked by participants. Across our surveys, participants reported disliking nearly half of the ads we
had classified as Clickbait (48.98%), Deceptive (49.16%), and Potentially Prohibited (50%). Participants reported disliking 43.58% of the ads we coded as Sensitive, while Neutral, Healthcare and Opportunity ads were disliked less: 29.24%, 31.09%, and 31.87%, respectively.

These differences across ad categories are significant ($p < 0.001$, omnibus $\chi^2 = 186.25$; $\omega = 0.15$). In a series of pair-wise $\chi^2$ proportion tests comparing each of our coded categories with Neutral, with Benjamini & Hochberg correction [24], we observe that Potentially Prohibited, Deceptive, Clickbait, and both types of Sensitive ads (Financial and Other) are all disliked significantly more than Neutral ads ($p < 0.001$, $\chi^2 > 24$; $0.07 \leq \omega \leq 0.13$). Opportunity ($p = 0.121$, $\chi^2 = 2.60$; $\omega < 0.10$) and Healthcare ($p = 0.28$, $\chi^2 = 1.14$; $\omega < 0.10$) ads, on the other hand, are not significantly more or less disliked than Neutral ads. To identify whether any of the ad categories are disliked more than each other (rather than just more than Neutral)
we conduct an additional series of pair-wise corrected tests, comparing differences between sequential ad categories (e.g., comparing Potentially Prohibited, the most disliked category, with Deceptive, the next most disliked). This testing finds only one significant difference, between Sensitive: Other and Opportunity \((p = 0.003, \chi^2 = 11.34; \omega < 0.10)\). In combination, our statistical results suggest that Clickbait, Deceptive, Potentially Prohibited, and Sensitive ads form an equivalence class of potentially problematic ads.

To understand why participants dislike these ad categories, we investigate the specific reasons they reported for disliking in the first survey question. Table 6.3 shows the odds ratios (exponentiated regression coefficients) of eight mixed-effects logistic regression models, with a random intercept for the participant. The odds ratios (O.R.) give the relative odds that an ad category was described with a certain dislike reason in survey responses, compared to the same dislike reason for our baseline (Neutral). For each ad category (column), an O.R. of 1 means a given dislike reason (row) is not used to describe the ad category more often than Neutral. Values greater than 1 correspond to increased odds of participants describing that ad category with the given reason, while values less than 1 indicate lower odds.

We first observe in Table 6.3 that participants are significantly more likely to describe the combined most highly disliked ad categories (“Problematic” column) as irrelevant (O.R. = 1.34, \(p = 0.011\)), clickbait (O.R. = 1.47, \(p = 0.018\)) and scam (O.R. = 1.64, \(p < 0.001\)). Looking at the disliked categories individually, we find that Deceptive, Clickbait and Sensitive ads are also significantly more likely to be described as scams (all O.R. \(\geq 1.45, p < 0.05\)). The odds of Sensitive: Other ads, in particular, being described as scams are more than twice the odds of Neutral ads being described as scams (O.R. = 2.08, \(p = 0.001\)). Also for these ads, participants’ odds of disliking the advertiser (O.R. = 2.10, \(p = 0.007\)) or product (O.R. = 1.73, \(p = 0.032\)) are significantly higher. Further, respondents find Potentially Prohibited ads to be unclear in their description (O.R. = 1.89, \(p = 0.042\)). Finally, our results find evidence that participants recognize the clickbait nature of the ads we categorize as Clickbait (O.R. = 1.98, \(p = 0.003\)), as well as those we categorize as more broadly Deceptive (O.R. = 2.46, \(p = 0.002\)), the latter of which are likely to use attention-grabbing content to lure people to click [132, 201].

Comparatively, the odds of Opportunity and Healthcare ads being described by participants as unclear are lower than the odds of a Neutral (all O.R. \(\leq 0.55, p < 0.05\)). We also note
that Opportunity ads, despite having higher odds of being described as irrelevant (O.R. = 1.4, \( p = 0.020 \)), have lower odds of being described as pushy than Neutral ads.

Overall, we find differences in both rates of dislike, and reasons for disliking across our defined ad categories. Potentially Prohibited, Deceptive, Clickbait, and Sensitive ads are found to be disliked at a higher rate than other categories, and for more severe reasons beyond irrelevance: participants recognize their clickbait-y and scammy nature; dislike the sensitive products they advertise and the advertisers selling those products; and find them unclear, potentially due to advertisers evading platform prohibitions. As such, for the remainder of this study we refer to the collection of these four ad categories as Problematic.

6.3.2 How are Problematic ads distributed?

To understand how each ad category is distributed over our panel, we investigate the skew in its distribution over our participants: Figure 6.12 shows a cumulative distribution function (CDF) for all ads in each category. We also employ the Gini coefficient to precisely quantify this inequality. While highly recurrent impressions of ads are relatively sparse in our data—a median of two impressions per ad per participant—we account for the frequency of impressions in this analysis as well.

First, we observe that Neutral ads are not uniformly distributed, as observed by the distance from a uniform distribution. Because of this inherent skew in ad distribution, we treat Neutral (Gini = 0.48) as the baseline for comparison. Second, we see that Healthcare (Gini = 0.60) and Opportunity (Gini = 0.59) ads are more skewed (i.e., less uniformly distributed) than Neutral. This may be because Healthcare and Opportunity ads focus on narrower themes, and may be more personalized to users by advertisers or the platform. Third, we find that all five Problematic categories are more skewed across participants than Neutral. In these categories, we note the following order from least to most skewed: Sensitive: Other (Gini = 0.62), Sensitive: Financial (0.65), Clickbait (0.66), Potentially Prohibited (0.67), and Deceptive (0.69). To offer a concrete example of this skew: 80% of the Deceptive ad impressions (0.8 on y-axis) are delivered to just 36 participants (x-axis), compared to Healthcare, where the same fraction of impressions are delivered to 47 participants (or 60 participants in the case of Neutral).
Next, we focus on how individual-level exposure to Problematic ads vary for our participants. First, we note that data contributions themselves are inherently skewed, since participants have varying rates of Facebook use. To control for these differences, we look at the fraction of every participant’s ad diet, i.e., all ads seen by them during the study, that consisted of Neutral vs. Problematic categories. Figure 6.13 shows the frequency distribution of these fractions across our panel.

We first observe that on average, a higher fraction of our panel’s ad diet is composed of Neutral ads ($\mu = 0.71$, $\sigma = 0.12$), compared to Problematic ($\mu = 0.12$, $\sigma = 0.08$). Confirming our findings in the prior section, the distribution of Problematic has a heavier tail, suggesting that certain participants in our panel have increased exposure to these ads compared to the average. This observation is supported by measuring the skewness of these distributions, a statistical measure of asymmetry of a probability distribution. Recall that positive skew implies a distribution has a long right tail, while a negative
Figure 6.13: Fractions of exposure to Neutral and Problematic ads, out of participants’ overall ad diet. We factor in frequency of seeing an ad while computing fractions. Smoothed lines are kernel density estimates (KDE) of the probability distribution.

skew means the left tail is longer. We measure the skewness for Neutral in Figure 6.13 as -0.11, and for Problematic as 0.84. These differences imply that despite the average exposure to Neutral ads in our panel being 71%, certain participants exist at the long left tail of this distribution, who are shown fewer Neutral ads, and a higher fraction of Problematic ads.

We next examine these participants who are shown a higher fraction of Problematic ads. Specifically, we investigate whether for any particular demographic groups, the Problematic ads constitute a higher fraction of ad diets. Table 6.4 shows coefficients of six linear models that we build to examine the relationship between participant demographics and fraction of Problematic ads among the ads they encountered. The intercept shows the average fraction in the ad diets of participants for whom all independent demographic variables are false, i.e., white, non-Hispanic men, born in 1980 or after, without a college degree. The proportion of these participants’ ad diets that is composed of Problematic ads is 12% (first column in
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Table 6.4 Coefficients of linear regression models, with 95% confidence intervals, modeling the relationship between exposure to Problematic ads and participants’ demographics. Dependent variable (columns): fraction of ad type, out of total ad diet. Independent variable (rows): participant demographics. Union of all problematic ad types modeled in the Problematic column.

\[ p < 0.001^{***}; p < 0.01^{**}, p < 0.05^{*}. \]

<table>
<thead>
<tr>
<th>Variable</th>
<th>Problematic</th>
<th>Pot. Prohibited</th>
<th>Deceptive</th>
<th>Clickbait</th>
<th>Sensitive: Financial</th>
<th>Sensitive: Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.12^{***}</td>
<td>0.01^{***}</td>
<td>0.008</td>
<td>0.012</td>
<td>0.07^{***}</td>
<td>0.02^{**}</td>
</tr>
<tr>
<td>Gender: Woman</td>
<td>-0.064^{***}</td>
<td>-0.002</td>
<td>-0.005</td>
<td>-0.008</td>
<td>-0.045^{***}</td>
<td>-0.004</td>
</tr>
<tr>
<td>Race: Black</td>
<td>0.025</td>
<td>-0.001</td>
<td>0.006</td>
<td>0.013^{*}</td>
<td>0.004</td>
<td>0.002</td>
</tr>
<tr>
<td>Race: Asian</td>
<td>-0.002</td>
<td>0.001</td>
<td>-0.003</td>
<td>0.005</td>
<td>-0.007</td>
<td>0.002</td>
</tr>
<tr>
<td>Ethnicity: Hispanic</td>
<td>0.023</td>
<td>-0.007^{*}</td>
<td>0.005</td>
<td>-0.007</td>
<td>0.036</td>
<td>-0.003</td>
</tr>
<tr>
<td>Education: college and above</td>
<td>0.01</td>
<td>-0.002</td>
<td>0.004</td>
<td>0.01</td>
<td>-0.003</td>
<td>0</td>
</tr>
<tr>
<td>Age: Gen-X and older</td>
<td>0.051^{***}</td>
<td>-0.003^{*}</td>
<td>0.011^{*}</td>
<td>0.017^{**}</td>
<td>0.017</td>
<td>0.009</td>
</tr>
</tbody>
</table>

We find that the ad diets of older participants, born before 1980, are (additively) composed of 5.1% more Problematic ads (CI: 2-8%) than younger participants. Women’s ad diets are composed of 6.4% fewer Problematic ads (CI: 4-9%) than those who do not identify as women—largely because women see 4.5% fewer Sensitive: Financial ads (CI: 2-7%). We also note that older participants’ ad diets are composed of higher fractions of Deceptive (1.1%, CI: 0-2%), and Clickbait ads (1.3%, CI: 1-3%). Ad diets of Black participants contain 1.3% (CI: 0-2%) more Clickbait ads than those of white or Asian participants in our panel. However, older participants and Hispanic participants ad diets have slightly lower fraction of Potentially Prohibited ads, 0.3% (CI: 0-1%) and 0.7% (CI: 0-1%) respectively, potentially because these ads target products assumed by advertisers or the platforms not to be of interest to these groups. To account for possible variance in participants’ privacy behavior (e.g. changing ad preferences), we model their awareness of privacy settings as an additional independent variable in Table 6.5. We find that privacy awareness does not have any significant effect on the disparate exposure that we observe, and demographic skews similar to those in Table 6.4.
Figure 6.14: Audience size distributions of different ad categories. The red vertical lines mark the median audience size, the box indicates the 25th and 75th percentile, and the whiskers extend from the box by 1.5x of the inter-quartile range (IQR).

Persist. Demographic skews for other ad categories are also shown in Table 6.5.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate ($\beta$) [95% CI]</th>
<th>Healthcare</th>
<th>Opportunity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.089***</td>
<td>0.045**</td>
<td></td>
</tr>
<tr>
<td>Gender: Woman</td>
<td>0.007</td>
<td>0.022*</td>
<td></td>
</tr>
<tr>
<td>Race: Black</td>
<td>-0.024*</td>
<td>0.038*</td>
<td></td>
</tr>
<tr>
<td>Race: Asian</td>
<td>-0.017</td>
<td>0.028</td>
<td></td>
</tr>
<tr>
<td>Education: college and above</td>
<td>-0.004</td>
<td>0.034*</td>
<td></td>
</tr>
<tr>
<td>Ethnicity: Hispanic</td>
<td>0.011</td>
<td>-0.007</td>
<td></td>
</tr>
<tr>
<td>Age: 42 and above</td>
<td>0.018*</td>
<td>-0.021</td>
<td></td>
</tr>
</tbody>
</table>
6.3.3 Who is responsible for skews?

With a better understanding of which participants have increased exposure to problematic ads, we next identify the reasons behind these differences. As discussed in Section 2.4.2, whether a particular user sees an ad on Facebook is affected by two main factors: (a) the user has to be among the audience targeted by the advertiser; (b) Facebook’s ad delivery optimization considers the ad relevant to the user, which contributes to it winning an auction \[87\]. Thus, one can expect that when the advertiser targets a larger audience, the delivery optimization has more influence in selecting the actual audience. With this intuition, we start by investigating audience size across our ad categories.

As described in Section 6.1.3, we query Facebook’s APIs to obtain audience sizes for each of our collected ads—Figure 6.14 shows the distributions of these audience sizes broken down by ad category. Observing Problematic categories, we find that the median target audience sizes for Sensitive: Financial (153.9M) and Clickbait (168.2M) ads are larger than for Neutral ads (117.9M); a pairwise Kruskal-Wallis \[143\] test rejected the null hypothesis that the medians are equal \((p = 0.001)\) for both tests). This implies that Facebook exercises more control for picking the audience subset for these categories. On the other hand, median audience sizes for Potentially Prohibited (82.6M) and Sensitive: Other (49.9M) ads are significantly smaller

<table>
<thead>
<tr>
<th>Variable</th>
<th>Problematic</th>
<th>Pot. Prohibited</th>
<th>Deceptive</th>
<th>Clickbait</th>
<th>Sensitive: Financial</th>
<th>Sensitive: Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.106*</td>
<td>0.011*</td>
<td>-0.001</td>
<td>0.026</td>
<td>0.056</td>
<td>0.015</td>
</tr>
<tr>
<td>Gender: Woman</td>
<td>-0.066***</td>
<td>-0.002</td>
<td>-0.005</td>
<td>-0.007</td>
<td>-0.047***</td>
<td>-0.005</td>
</tr>
<tr>
<td>Race: Black</td>
<td>0.028+</td>
<td>-0.001</td>
<td>0.006</td>
<td>0.013*</td>
<td>0.007</td>
<td>0.003</td>
</tr>
<tr>
<td>Race: Asian</td>
<td>-0.001</td>
<td>0.001</td>
<td>-0.002</td>
<td>0.004</td>
<td>-0.007</td>
<td>0.003</td>
</tr>
<tr>
<td>Ethnicity: Hispanic</td>
<td>0.037</td>
<td>-0.007*</td>
<td>0.006</td>
<td>-0.01</td>
<td>0.048*</td>
<td>0.003</td>
</tr>
<tr>
<td>Education: college and above</td>
<td>0.009</td>
<td>-0.001</td>
<td>0.004</td>
<td>0.011*</td>
<td>-0.004</td>
<td>0.003</td>
</tr>
<tr>
<td>Age: 42 and above</td>
<td>0.052***</td>
<td>-0.003*</td>
<td>0.012*</td>
<td>0.017**</td>
<td>0.018</td>
<td>0.009</td>
</tr>
<tr>
<td>Privacy Settings Awareness (1–5)</td>
<td>0.003</td>
<td>0</td>
<td>0.002</td>
<td>-0.003</td>
<td>0.003</td>
<td>0.001</td>
</tr>
</tbody>
</table>
Figure 6.15: Fraction of ads that include given age ranges in their targeting. The thin line in each panel shows the fraction among Neutral ads for easier comparison.

than Neutral ($p = 0.006$ and $p < 0.001$, respectively), indicating that advertisers for these ads more precisely specify the audiences they want to reach. We also note that audience sizes for Opportunity (36.8M) and Healthcare (83.4M), considered non-problematic in this study, are actually smaller than Neutral ($p < 0.001$).

Next, we investigate what targeting options advertisers use to scope these various audiences. We find that the most used targeting option is age: nearly half the ads use some form of age targeting (49.7%). Around a quarter of ads use Custom Audiences [73] (25.6%) and platform-inferred user interests (26.9%); On the other hand, advertisers for 21.2% of the ads in our dataset don’t change the targeting criteria at all, and use the default targeting of all U.S. adults (267 million users). Finally, we find that only 12.1% ads in our data specifically target by gender; a vast majority use the default option of targeting all genders. Note that these percentages do not sum up to 100% because each ad can be targeted using multiple targeting criteria. Below, we detail how age, custom audiences, interests and default targeting are used in our data.
Figure 6.16: Prevalence of four types of Custom Audiences. Advertisers rely on automated tools such as (d) Lookalike Audiences more than manual audience configuration.

Table 6.7 Coefficients of linear regression models, with 95% confidence intervals, modeling relationship between exposure to problematic ads due to platform optimization, and participants’ demographics. Dependent variable (columns): fraction of category, out of total ad diet of ads with default/no advertiser targeting. Independent variable (rows): participant demographics. \( p < 0.001 \); \( p < 0.01 \); \( p < 0.05 \).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Problematic</th>
<th>Pot. Prohibited</th>
<th>Deceptive</th>
<th>Clickbait</th>
<th>Sensitive: Financial</th>
<th>Sensitive: Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.191***</td>
<td>0.013***</td>
<td>0.014*</td>
<td>0.023</td>
<td>0.133***</td>
<td>0.009*</td>
</tr>
<tr>
<td>Gender: Woman</td>
<td>-0.059*</td>
<td>-0.006*</td>
<td>-0.007</td>
<td>-0.003</td>
<td>-0.046*</td>
<td>0.004</td>
</tr>
<tr>
<td>Race: Black</td>
<td>0.01</td>
<td>0.002</td>
<td>0.007</td>
<td>0.011</td>
<td>-0.007</td>
<td>-0.003</td>
</tr>
<tr>
<td>race: Asian</td>
<td>-0.019</td>
<td>-0.005</td>
<td>-0.003</td>
<td>-0.007</td>
<td>-0.003</td>
<td>0</td>
</tr>
<tr>
<td>Ethnicity: Hispanic</td>
<td>0.017</td>
<td>-0.009</td>
<td>0.028**</td>
<td>-0.021</td>
<td>0.027</td>
<td>-0.008</td>
</tr>
<tr>
<td>Education: college and above</td>
<td>-0.033</td>
<td>-0.002</td>
<td>0</td>
<td>0.005</td>
<td>-0.036</td>
<td>-0.001</td>
</tr>
<tr>
<td>Age: Gen-X and older</td>
<td>0.077**</td>
<td>-0.003</td>
<td>0.011</td>
<td>0.041**</td>
<td>0.034</td>
<td>-0.005</td>
</tr>
</tbody>
</table>

Age. Figure 6.15 shows the fraction of ads that include users of a given age in their targeting; fractions of all ages are presented together as a line, which can be perceived as a function of age. Each panel shows this function for a different ad category, and also features the function for Neutral ads for easier comparison. A category-specific line above the (gray) Neutral line signifies that the age group was more often targeted with ads of that category compared to Neutral ads. Focusing on Problematic categories, ads for Sensitive:
Other often exclude users aged 18-21. This can be explained by the prevalence of ads for alcoholic beverages in this category, selling of which to individuals below 21 is illegal in the US. Sensitive: Financial, Clickbait and Deceptive ads include older audiences at a higher rate than Neutral ads, which could explain why Deceptive and Clickbait skews towards older users in our panel. Similarly, Potentially Prohibited ads also exclude users over the age of 45. These differences provide evidence that advertisers actively use the platform’s age targeting features to find older users to show clickbait and scam content to. This is notable, since prior work suggests that older users may be more susceptible to such content [178].

**Custom Audiences.** We make an distinction between custom audiences where the advertiser provides Facebook with a list of particular individuals to target using their PII (e.g., phone number, email), and Lookalike Audiences [86] that Facebook creates by finding users similar to those that the advertiser provides. The distinction is crucial because of the difference in control: the advertiser exercises complete control over who to include in the first group; however, they have little influence over the characteristics of the lookalike audiences. Figure 6.16 shows the prevalence of different types of custom audiences per ad category. We observe that lookalike audiences are used more often than PII custom audiences for all categories. We also note that as many as a quarter of Sensitive: Other ads were targeted using Lookalike Audiences. This suggests that while advertisers use the platform’s tool to find vulnerable audiences (e.g., Figure 6.15), they often outsource this role to the platform, especially when targeting for sensitive themes like weight loss or gambling.

**Interests.** Precise targeting by inferred interests is one of the features that distinguishes online behavioral advertising from traditional advertising models. A total of 6,028 unique interests were used to target our participants, including highly specific and sensitive inferences pertaining to health (“Multiple sclerosis awareness”, “Fibromyalgia awareness”), sexuality (“LGBT community”, “Gay Love”), religion (“Evangelicalism”, “Judaism”), and others. It is perhaps surprising that a majority of ads in our dataset (73.1%) do not actually use this functionality. Table 6.8 shows the most commonly targeted interests for each ad category.

**Default Targeting.** Finally, we investigate the delivery of ads that used the default targeting (i.e., the advertiser included all U.S. adults in their target audience). This allow us to observe the behavior of the delivery optimization in cases where the skew can not be
Table 6.8 Most popular targeting interests by category. We see that a majority of ads are not targeted by interests.

<table>
<thead>
<tr>
<th>Ad Category</th>
<th>Targeted Interest (Prevalence)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral</td>
<td>None (72.3%), Online shopping (1.3%), Health &amp; wellness (0.8%), Family (0.7%), Physical fitness (0.7%), Yoga (0.6%)</td>
</tr>
<tr>
<td>Opportunity</td>
<td>None (67.9%), Employment (2.7%), Education (2.4%), Higher education (2.3%), Career (1.7%), Technology (1.6%)</td>
</tr>
<tr>
<td>Healthcare</td>
<td>None (76.8%), Health &amp; wellness (2.4%), Clinical trial (2.2%), Physical fitness (1.7%), Physical exercise (1.5%), Medicine (1.0%)</td>
</tr>
<tr>
<td>Clickbait</td>
<td>None (79.8%), Online shopping (1.3%), Personal finance (1.0%), Amazon.com (0.9%), Home improvement (0.8%), Investment (0.8%)</td>
</tr>
<tr>
<td>Sensitive: Financial</td>
<td>None (76.4%), Personal finance (5.1%), Investment (3.4%), Online banking (3.1%), Credit cards (2.9%), Financial services (2.0%)</td>
</tr>
<tr>
<td>Sensitive: Other</td>
<td>None (75.3%), Gambling (2.9%), Alcoholic beverages (2.4%), Bars (2.1%), Beer (1.9%), Vodka (1.4%)</td>
</tr>
<tr>
<td>Pot. Prohibited</td>
<td>None (81.3%), Health &amp; wellness (2.7%), Meditation (1.8%), Physical fitness (1.4%), Credit cards (1.4%), House Hunting (1.4%)</td>
</tr>
<tr>
<td>Deceptive</td>
<td>None (68.1%), Online shopping (4.0%), Shopping (2.1%), Amazon.com (1.5%), Clothing (1.5%), Digital marketing (1.5%)</td>
</tr>
</tbody>
</table>

attributed to the advertiser’s actions. To identify skews in delivery, we run a series of linear models, shown in Table 6.7, to examine the relation between fraction of problematic ads in ad diets and participant demographics, similar to Section 6.3.2. In contrast to that analysis, however, we subset our data to only include ads that have default targeting from the advertiser. Therefore, for each participant, we model, say, the fraction of Clickbait they saw that had default targeting, out of all of their default-targeted ads. Consequently, we capture purely skews that arise due to the platform’s optimization, since the advertiser specified the broadest possible targeting, and Facebook had to make its judgment of a relevant audience. Again, the first row (intercept) shows the fraction of ad diets for participants who are non-Hispanic white, younger, and without a college education; all significant coefficients mark biases in comparison to that baseline.

Table 6.7 shows that (similar to Table 6.4), the effect for older participants seeing a 7.7% higher fraction of Problematic ads (CI: 2-13%), and women seeing 5.9% fewer of them (CI: 1-11%), persists, even without advertiser targeting. Specifically, older participants’ ad diets (additively) contain 4.1% (CI: 2-6%) more Clickbait than the younger participants. We also observe a novel effect of Hispanic participants seeing 2.8% more Deceptive ads (CI: 1-5%).
This implies that while their overall ad diets might not contain a significantly higher fraction of scams (Table 6.4)—delivery optimization independently skews these ads towards Hispanic participants. In further nuance, the effect of women seeing fewer Problematic ads can be explained by their ad diets comprising of 4.6% fewer Sensitive: Financial ads (CI: 0-9%), and 0.6% fewer Potentially Prohibited ads (CI: 0-1%) compared to participants who don’t identify as women. These differences provide evidence that in addition to an advertiser’s targeting—or regardless of it—Facebook’s delivery optimization algorithms are also responsible for skewing the delivery of Problematic ads.
6.4 Discussion

Our study presents three main contributions. First, gathering insights from a diverse group of Facebook users, we identify a collection of Problematic categories of ads that were significantly more disliked, and determine participants’ reasons for disliking these ads—they often mistrust these ads and recognize their deceptive nature. Second, we observe that while these ads make up a small fraction (12% on average) of our participants’ ad diets, a subset of our panel are disproportionately exposed to them. Third, using a combination of techniques, we demonstrate that some of these skews in ad distribution persist without targeting from advertisers, implying that the platform’s algorithms are responsible for at least some of the skews we observe.

While our observations are limited to our panel, our study validates anecdotal evidence [123, 166] that clickbait and scam advertising is shown to older users more often. We show that these differences exist both due to advertisers’ targeting and due to the platform’s delivery optimization—which together may create a feedback loop [152]. We also identify instances where the overall outcomes are different than delivery optimization’s biases: Black participants see a higher fraction of Clickbait ads (Table 6.4), but only when targeted by advertisers. On the other hand, Hispanic participants have higher exposure to Deceptive ads (Table 6.7), but only within ads that are essentially untargeted by advertisers, suggesting this effect is due to the ad platform.

Further, we find that financial ads are shown more often to participants who identify as men, both as a system-level outcome, and when controlling for ad targeting. As annotators, we observe that Sensitive: Financial ads are quite diverse—ranging from problematic offers like high APR loans to possibly useful financial tools such as savings accounts. Thus, men in our panel are exposed to problematic financial products, as well as financial opportunities, more often.

Finally, our analysis of targeting practices shows that advertisers often cede control to the platform’s optimizations – as evidenced by the popular use of lookalike audiences (Figure 6.16) and the low usage of targeting interests (Table 6.8). This implies that advertisers are aware of the usefulness of the platform’s personalization, and malicious actors could rely on these capabilities to target Problematic advertising.
Figure 6.17: Fractions of exposure to different ad categories, out of participants’ overall ad diet. Problematic ads are personalized similar to others in our codebook.

Taken together, our results offer concrete insights into user experiences with problematic advertising and raise questions about the power of platforms in delivering these ads to users.

**Limitations.** Our ad categories were created through pilot data collection and backed by review of platform policies and literature, including work that also examined user sentiments towards problematic advertising [259]. Still, categorizing ads into just seven categories diminishes some nuance within groups. We analyze a subset of our total collected ads that we were able to annotate manually (one-third of our overall collected data); therefore, we are not able to provide insight into the complete ad diets of our participants. To minimize any selection biases in our analyzed subset, we randomly sampled ads from participants each month for annotating and surveying, but recognize important data could be missed by not assessing the complete ad diets of participants.

Further, our observations are only about participants’ desktop browsing experiences. While we suspect that similar ads would be present on the mobile Facebook app due to the diversity of Facebook’s ad placement options, we do not have direct access to that data. We
also do not have access to budgets of the ads that we observe, and therefore are not able to disambiguate whether certain advertisers are simply paying more money to Facebook, resulting in skews. However, to control for these differences, we compare fractions of ad categories out of the ad diets that we observe for each participant (e.g., in Section 6.3.2). This ensures that we compare only within participants’ desktop experiences, and in the same budget-class of advertisers that were reaching them.

Additionally, we do not have access to participants’ complete ad preferences, and the frequency with which they change these settings. This limits our ability to control for participant actions such as removing ads from an advertiser, or removing a specific interest. Prior work estimates that 10-19% of users tweak their ad settings [112, 127], either from the ad preferences page or from the contextual menu next to ads. We attempt to account for such variance by factoring participants’ awareness of privacy settings in Table 6.5, and find that disparate exposure to Problematic ads for older and minority participants persists.

Finally, our work currently does not provide insight on advertising’s contextual harms [174]; for instance, while we take an interest in sensitive ads with subject matters like gambling, we do not investigate their distribution among those with gambling addictions. Rather, we try to find commonalities in our panel’s opinions through mixed-effects regression models, and then build our analysis on top of that data. We leave further exploration of contextually problematic ads, such as Gak et al. [100], to future work.

**Recommendations.** To limit users’ exposure to problematic ads, we propose changes on two levels. *First*, we advocate for a more fine-grained and user-informed understanding of problematic ads, and other broader harms of advertising [7]. Currently, platforms recognize ads such as Deceptive, Clickbait and Potentially Prohibited as problematic, and typically include language scrutinizing them in their advertising guidelines [71, 76]. However, sensitive ads that present harms for users with addictions or other mental illness are less moderated. Yet, they are still widely disliked across our diverse set of participants. We advocate for a more refined understanding of ads with sensitive themes, and more scrutiny and moderation from platforms towards these ads. For a more nuanced understanding of problematic ads, our work, along with [259] and [100] provide a start.

*Second*, we argue for more controls not just on moderation, but on optimization as well.
Our results demonstrate that once problematic ads circumvent a platform’s review process, the platform then optimizes them towards users similar to other personalized content (e.g. Figure 6.17). To avoid this systematic personalizing of problematic ads, platforms need policies on their delivery optimization in addition to their policies on content moderation. This would require platforms to constrain the optimization of problematic content for users. For instance, Facebook currently states that it demotes clickbait in content ranking [76], yet a demotion does not stop such content from inevitably reaching and harming some users. There is perhaps a need for an “optimization vacuum” so that problematic content, even after evading moderation, cannot reach users.

We advocate for platforms to take emerging works on user experiences with problematic ads into account, and for a more urgent call for platforms to not only moderate the content users see, but also have mechanisms to suppress the delivery of problematic content, instead of optimizing for it.
Chapter 7

Concluding Discussion

The thesis of this dissertation is that personalization in online platforms can have adverse effects for users in sensitive content domains, and algorithm auditing methods can be used to measure these effects without privileged access to the platforms. I have demonstrated this thesis to be true across a variety of content domains within Facebook’s advertising system. In Chapter 4, I build methods to measure how personalization skews the delivery of job and housing ads along users’ race and gender, even when the advertiser targets inclusively. Chapter 5 presents methods to measure how personalization limits the delivery of political advertising during elections, due to opaque judgments about the relevance of such content to targeted users. Finally, Chapter 6 shows through observational data how personalization is responsible for exposing vulnerable users to problematic ad types such as clickbait and scams. In this chapter, I revisit the details of these contributions, highlight the impact this work has had, and provide insights for future work in this research area.

7.1 Summary of Contributions

The highest level contributions of this work include (a) experimental and observational methods to measure the effect of personalization in targeted advertising; (b) application of these methods to domains where personalization could harm users, resulting in (c) concrete measurements of the harms of personalization in Facebook’s advertising system. Below, I summarize these three axes of contributions in detail.
Methods. Throughout this dissertation, we build a series of methods to measure the adverse effects of personalization in the delivery of Facebook ads. In summary:

1. We introduce an experimental method to run pairs of ads that target the same audience, are run at the same time, and with the same bidding strategy and budget (Section 4.1.4). We leverage this method throughout our work to isolate the role of personalization in the differential delivery of two or more ads. Further, this approach can be extended to any ad platform that allows ad targeting with personally identifiable information (PII).

2. We build a novel method that exploits the location of an ad’s audience to measure ad delivery along user attributes for which Facebook does not provide reporting (Section 4.1.5). We employ this method to obtain audience breakdowns by race, political party affiliation, as well as users’ political donations. This approach can also be extended to any ad platform that allows PII targeting and reports geographical breakdown of ad delivery to advertisers.

3. We propose two novel methods to control for human interactions with the personalization mechanisms, such as moderator input or user reactions to our ads. This includes an approach to modify the alpha channel of an ad’s image (Section 4.2.3), as well as a method to serve different HTML content to Facebook’s crawlers compared to the users (Section 5.1.3). Both of these methods allow creating ads that look identical to humans, but contain content for Facebook’s systems to estimate user relevance, thereby completely isolating the role of content in personalization.

4. We also build methods to disentangle the role of personalization in an observational setting by exploiting Facebook’s ad transparency mechanisms. Specifically, we use the “Why am I seeing this?” feature to obtain the advertiser’s original targeting specification, and use its specificity to reason about the role of targeting vs. personalization for thousands of real-world ads collected from users (Section 6.3.3).

Domains. We apply these methods to understand the impact of personalization in four distinct domains of sensitive content: (i) job ads, (ii) housing ads, (iii) political ads, (iv)
problematic ads as reported by users. Personalizing content in each of these domains carries a different form of harm:

1. For jobs and housing, which we study in Chapter 4, limiting the delivery of such opportunities by users’ gender or race is considered discriminatory in many jurisdictions, including United States [1–3, 231] and the European Union [28].

2. For political ads, while direct regulation for online platforms does not exist, similar regulation from a different domain, such as the FCC’s Equal Time rule [4, 91] enforces that TV and broadcast media make air time available to political candidates on equivalent terms. Such regulation specifically exists to limit broadcast licensees from unduly influencing the outcome of elections. Online platforms can similarly adversely affect the outcomes of elections by introducing price differentiation and limiting the reach of political ads, as we see in Chapter 5.

3. Finally, studying user experiences of ads provides insight into content that might not be regulated, but has a presence on the platform, and is problematic according to the users themselves. Overexposing a minority of users to deceptive ads, as we see in Chapter 6, can harm them by leading to loss of finances or personal information, even when the majority of users might not be experiencing such problematic content.

**Measurements.** Through a series of large-scale measurement studies, we concretely quantify how users are adversely impacted by personalization in Facebook’s advertising system. In summary:

1. For job advertising, we find drastic skews by the race and gender of users, despite targeting the exact same set of users, running ads at the same time of day, and specifying the same budget and optimization strategy. For example, job ads for janitor roles skew on average to an audience that is nearly 75% female, and nearly 60% Black; in contrast, ads for lumber jobs skew to an audience over 90% male and nearly 75% white. We hypothesize that these skews likely affect real job ads on Facebook, and therefore are systematically excluding users from seeing valuable job opportunities.
2. For housing ads, using our methodology for measuring racial breakdowns, we find that certain ads for home buying opportunities are delivered to over 85% white users. In contrast, certain opportunities to rent deliver to only 35% white users, and instead primarily to Black users.

3. For political content, we measure that Facebook’s personalization skews—or rather limits—the delivery of election campaign ads based on its judgment of the users’ political alignment. We find that these skews are replicated across dozens of geographies throughout the U.S. Moreover, forcing the platform to show an ad to a purportedly non-aligned audience leads to a price premium ranging from 50–300%, even when the ads look identical to the users themselves.

4. In our study of individual user experiences, we find that multiple forms of problematic ads exist on Facebook’s platform—including clickbait, deceptive offers, as well as sensitive themes like weight loss or gambling. We show that such ads form a small fraction (12%) in the average participant’s experience, but is significantly more concentrated for older and male participants. Further, these skews persist even within ads which have the broadest possible targeting from the advertiser. Therefore, personalization is able to find users who might be vulnerable [177] and over-expose them to problematic content.

7.1.1 Broader Impact

The work in this dissertation has created awareness about the role of algorithms in the discriminatory outcomes of advertising, and therefore in other applications of personalization. This awareness has been communicated by publications such as The Washington Post [224], The Economist [89], and MIT Technology Review [117], and others [25, 65, 160]. The scientific merit of this work has also been recognized within the research community: our work at CSCW 2019 (Chapter 4) was a recipient of an Honorable Mention as well as the Diversity and Inclusion Award. I was also awarded an Outstanding Graduate Student in Research Award at Northeastern University in recognition of my work’s impact.

I have been invited to Congress to brief the Financial Services Committee of the U.S. House of Representatives, and to present this work at the U.S. Federal Trade Commission
The work here has also been presented at the European Parliament for proposed legislation on the transparency of political advertising in the EU [209]. Finally, this work identified behaviors that led the U.S. Department of Justice (DOJ) to charge Meta with violations of the Fair Housing Act (FHA)—the first time that DOJ has ever charged an algorithm with FHA violations [236]. This independent investigation by the DOJ is in line with the results shown in Chapter 4. DOJ and Meta subsequently announced a settlement in 2022, where Meta agreed to deploy a novel Variance Reduction System (VRS) [167, 230], which specifically reduces racial disparities for housing ads in the ad delivery phase.

7.2 Future Work

The insights gained from this dissertation open up opportunities for multiple continuing and new directions of research.

**Mitigating the harms of personalization.** Similar to the current literature where fairness goals in machine learning are achieved through constraints on optimization [34, 217], I propose designing constraints corresponding to the set of user values obtained through surveys (e.g. in Chapter 6) and integrating them into the objective of the personalization task. As an example, Celis et al.’s [34] framework provides a natural fit for such a goal, where each sensitive advertising domain can constitute a content group, and users’ sentiments towards the domain can be used to judge the strength of the constraints. Other frameworks such as Mehrotra et al.’s [165] also allow constraints to satisfy secondary stakeholders in a personalization system, which in this case are the users. I argue that encoding the perceptions of real users into personalization can help ensure that we are not solving towards a contrived fairness goal, but something that is eventually valued by users themselves [7].

Alternative, recommender system can rely on recently proposed modeling approaches, such as using using multi-vector representations, which specifically capture the diverse multiple interests of each user [111]. This approach has been shown to improve the reachability of items in a personalization setup, i.e. users can be recommended more diverse domains of content instead of a narrow subset, as we see in this dissertation.

**User autonomy in ad controls.** Ad platforms often present user controls or ad
preferences as defense mechanisms against the adverse effects of personalization. If there are types of content that the user does not want to be exposed to, they can simply remove those interests or advertisers from their preferences [41]. However, prior work has shown that users are often not aware of these controls and therefore don’t exercise them [112, 127]. Recent work also documents users feeling a lack of autonomy about the data inferred about them, and an inability to control these inferences [255]. Further, case studies question the efficacy of ad controls overall [97], showing that even when users modify their ad settings, alternative, correlated inferences about their interests continue to be made. Given these developments in prior work, it is valuable for future work to investigate whether users are indeed able to modify their ad controls and gain autonomy of their experiences. A concrete measurement showing the effectiveness of ad preferences would help with accountability of advertising platforms.

**Variation across countries.** Much of the work in this dissertation focuses on discrimination, politics, as well as user demographics in the context of the United States. It is valuable to extend this work to other geographies particularly in the Global South, where notions of race, gender, and discrimination are different. Our methods are extensible to other ad platforms, and can be used to measure other user demographics as long as PII data is available.

Furthermore, future work should investigate gaps in content quality and moderation standards as well. We anecdotally note from our study [10] that a few participants who signed up from Nigeria saw noticeably worse ads, including phishing attempts. Since our study focuses on U.S. participants only, we filter out data from these international participants. However, we leave a thorough investigation of ad quality variance and different forms of problematic ads in other countries to future work.

**Recommendations of organic content.** While our focus in this work is on ads, there is increasingly a need to understand personalization within organic content recommendations. On Facebook, users are frequently presented “Suggested” content by the platform; these posts are not chosen by a specific advertiser, but rather by Facebook’s own judgment of relevance. On TikTok as well, “For You” constitutes an entirely separate feed of videos. Organic content does not have a targeting phase, and therefore, does not have transparency
explanations, making it more challenging to study. However, the distribution of such content can be studied in an observational setting by working with users, as we do in Chapter 6. We propose future work to investigate which content is chosen to be recommended, and how it leads to varying user experiences.
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