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motivation : too much data

l log analysis : 
– lots of data
– hard to search/visualize
– very few labeled records

l but
– easy to cluster/classify
– interesting clusters have high density linkage
– lots of similar records



motivation: lots of log data



Ethereal : Filter

l Filter in Ethereal :
– if we would know what to look for....
– similar records do not necessarily match boolean logic
– filters get too long
– one at a time, loses big picture 

l difficult browsing



TreeView



data organization : trees
l good tree :

– small branching factor
– anomalies grouped together
– branches are different
– easy browsing
– able to use feedback



from table to tree



information theory

H(Y jX) = H(X;Y )¡H(X) =

= H(Y )¡ I(X; Y )

I(X; Y ) = H(X;Y )¡H(X jY )¡H(Y jX) =

= H(X)¡H(Y jX)

H(X;Y ) = H(X) +H(Y )¡ I(X; Y ) =

= H(X) +H(Y jX)
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Jensen-Shannon divergence

l measures (dis)similarity between several distributions
l almost a distance
l represents information reduction from encoding the 

distributions together rather than separately
l zero iff all distributions are identical
l better analytical properties than relative entropy

JS(D1; : : : ;Dn) = H(
nP

k=1
pkDk)¡

nP
k=1

pkH(Dk)
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JS divergence for tree

l

l measures dissimmilarities 
between tree branches 

l bar on top of each node 
indicates the number of 
records and their class 
labels(unknown)

JS¼i(R1; : : : ;RjFij) =H(
jFijP
k=1

pikRk)¡
jFijP
k=1

pikH(Rk)

Rk
pk

RR = R1
S : : :SRjFij

Fi



information bottleneck

l [Tishby, Pereira, Bialek] 
– X is the set of objects to be clustered/compressed 
– Y = relevant feature(s)
– find cluster C to achieve

argmin
C

I(X;C)¡ ¯I(Y ;C)



information bottleneck and JS

l information bottleneck formula

l applied with JS divergence 

F(1) = argmin
fFijH(Fi) 6=0g

H(Fi) ¡ ¯ ¢ JS¼i(R1; : : : ;RjFij);

argmin
C

I(X;C)¡ ¯I(Y ;C)



semi-supervised 

l L=set of labels provided by the user
– Only a tiny percentage of records will be marked either way.
– Not all copies of identical records (or very similar) records will 

be marked

l all quantities of interest become conditionals of L:

JS¼i(R1; : : : ;RjFijjL) = JS¼i(R1; : : : ;RjFij)

¡ (I(R;L)¡
jFijX

k=1
pikI(Rk; L))

H(F jL) = H(F)¡ I(F ;L)
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semi-supervised

F (1) = argmin
fFijH(Fi)6=0g

H(FijL)¡¯¢JS¼i(R1; : : : ;RjFijjL);

R
R = R1

S : : :SRjFij Fi
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application: ethereal plugin

l kerf.cs.dartmouth.edu



Thank You


