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Key Learning Goals

A What are the three Vs of Big Data?

I Can a1l GB dataset cause aBaga problem?
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I Is this about an architecture or a programming model

or both?

A What are the two main performance concerns
when designing programs that access data at
different levels of the storage hierarchy:

{memory, SSD/diskR}{local, same rack, across
the data center}?



Key Learning Goals
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scalable Bipata processing?

A Why do businesses migrate their computation
to the Cloud?

A Why might some businesses decide to not
move all their data and computation to the
Cloud?

A Name major Cloud providers.



Why Parallel Data Processing?
A Answer 1: Big Data
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usually refers toif our ability to collect large amounts of
data and (ii) the promise that analyzing it will create new
Insights, e.g., scientific discoveries, more effective
governance, or better business decisions.

A While most people probably associate Big Data with high
volumeE So3dsr LISGFoeéedSasbaaaYl
problems if it is produced at higlelocityor shows high
variety. These are known as tlieree Vsof Big Data as
Introduced by Gartner [Laney, Douglas. "3D Data
Management: Controlling Data Volume, Velocity and
Variety". Gartner. Retrieved 6 February 2001].

A Intuitively, Big Data refers to problems where the data
due to sheer volume, the high rate at which it is generated,

or its complexity overwhelms traditional approaches for
analyzing or storing it.




How Much Data Is Produced Annually

A This is difficult to estimate accurately. Probably
the most thorough analysis of the amount of data
generated worlawide was undertaken in 2003 by
a team at UC Berkeley
[http://www?2.sims.berkeley.edu/research/projec
ts/how-muchinfo-2003/].

A While those numbers are by now outdated, they

make an impressive case for #)gta analysis,
pecause our abllity to generate and collect data
nas rapidly increased since then.

A Look at selected findings next (for details consult
the report).




How Much Information Report 2003

A Print, film, magnetic, and optical storage media
produced5 exabyte{10!8 bytes) of new
iInformation in 2002.

I This was equivalent to half a million times the size of
all print collections of the US Library of Congress!
A New information stored on paper, film, magnetic,
and optical medialoubledbetween 2000 and
2003.

A Information flows through electronic channels
telephone, radio, TV, Internetcontainedl18
exabytesof new information in 2002.



Stop and Think

A How have things changed since 2003 and
what might these numbers look like today?

A Which of the media do you think lost and
which won market share?

A Can you think of new media that did not exist
In 2003 or did not play a major role then?

A Which of the above numbers are affected
significantly by the rise of
tablets/smartphones and by social networks,
e.g., Facebook?



Let us now look at some newer numbers.



DATA NEVER SLEEPS 5.0

How much data is generated every minute?

90% of all data today was created in the last two years—that's 2.5 quintillion bytes of data per day. In our Sth
edition of Data Never Sleeps, we bring you the latest stats on just how much data is being created in the digital
sphere—and the numbers are staggering.
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Facebook Growth

Number of monthly active users (in millions)
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SocialNetwork Analysis
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massive amounts of data about social interactions and opinions are
produced, for example:

I Homepages on the Web, personal pages in online social networks
I Blogs, tweets, online product reviews, emails
I Companies and governments also collect data about site visits and purchases

A We can use this data to answer questions about humanity and society:

I How does information spread and how is this affected by connections
between people?

I How do my friends affect my product reviews, purchases, or choice of new
friends?

I Will the first reviews for a product influence my own review?

I What are friendship patterns? A famous result is sneallworld
phenomenonwhich intuitively states that even in a very large and sparse
network, any twq individuals are likely to be connected through a shaqrt
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A This data also helps governments to identify dangerous organizations or ti
spy on their citizens.



Big Data in Business

Big Data holds great promise for improving the way we do business as the
following examples illustrate.

Detecting criminal activities for bank accounts and credit cards:

I As companies collect data about legitimate and fraudulent transactions, they
can construct prediction models using machine learning. For an incoming
transaction, these models predict in re@he if it is legitimate or should be
flagged as potentially fraudulent.

I Model training is often difficult due to datzolume(high training time) and
variety (making it difficult to identify actionable patterns). Keeping models up
to date and making redlme predictions is challenging due to datalocityas
transactions are coming in at high rates.

Retailers analyze purchase behavior to determine which products are
frequently bought together. Established techniques, e.g., assoctatien
mining, often struggle to scale to Big Data.

Companies can customize ads based on user profiles built from-social
network data (interests, behaviors, friends), browsing history, email
content, and purchase history. Notice how after you search for something,
you will often see related ads soon after.

The same data can also be used to identify key groups of customers, e.g..
by identifying clusters of similar users.



DataDriven Science

Thehuman genomdras about 3 billion base pairs. Imagine how much
data we would have to manage for Boston, the US, India, or China.
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powerful particle accelerator. It performs higdimergy physics experiments
to answer questions related to our understanding of the Universe, e.g.,
verify the existence of the Higgs boson. The LHC produces about 15
petabytes of raw data annually.

[http:i/home.web.cern.ch/about/computing accessed November 18,

2013
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and 2008, it obtained deep, muitolor images covering more than a
guarter of the sky and createddmensional maps containing more than
930,000 galaxies and more than 120,000 quasars. [http://www.sdss.org/
accessed November 18, 2013]

Citizenscience projects such a&ird(http://ebird.org/content/ebird/) are
collecting and integrating tens of millions of reports about bird sightings
from all over the world. Joining these reports with data about climate,
weather, human presence, habitat, elevation, etc. creates a massive data
resource for exploring how bird populations are impacted by human
activity or climate change.



Science HighlightNICTracer

A Prof. Riedewald and his students at
the DATA Lab collaborate with

D AT AL AB scientists Prof.Stepanyant® 3 N2 d
CO$ on a project whose goal is to

@Northeastern map connectivity in the brain.

A A mousebrain scan produces about
20 terabytes of raw Image data, which
must be cleaned, aligned, and turned
Into a graph.

A Then we want to identify interesting
structural patterns and pattern
changes over time. (For the latter,

data covers only outer brain layers in
a limited region of the skull.)




Why Parallel Data Processing?

A Answer 2: hardware trends
T Multi-core CPUs and GPUs
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Moore’s Law: The number of transistors on microchips doubles every two years [oN@WESE

Moore's law describes the empirical regularity that the number of transistors on integrated circuits doubles approximately every two years. in Data
This advancement is important for other aspects of technological progress in computing - such as processing speed or the price of computers.
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Aa 2 2 NB Qthe numbér of transistors that can be
placed inexpensively on an integrated circuit doubles

about every 2 years. More transistors on a chip means
more computational resources.

A Until the early 2000s, this also meant that existing
seguential programs automatlcally became faster at a
similar rate. As a rule of thumb, you essentially just hac

to wait for 2 years and your program would run twice
as fast.

A Hence there was little motivation to master the
complex art obarallel programmingParallel
computing never entered the mainstream and was
limited to (highimpact) niche applications, e.g.,

military tasks, higtenergy physics, and weather
forecasting.
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CPUAcIock rate to remain below 5 GHz since 2005.
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were discovered, Intel corrected the roadmap in 2007. However, even the
corrected roadmap proved overly optimistic. [Source: Dave Patterson, UC Berkele

In the end, multicore CPUs emerged as the preferred way to leverage the still
increasing transistor density while avoiding cooling problems. (Note: There exist
other solutions such as wat@ooled CPUs. However, it is unlikely that -eisérs

will see watercooled CPUs in their commodity machines any time soon.)
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Multi-Core CPUSs
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on the same chip, calletbres

A Cores typically share some cache, the memory
bus, and access to the same main memory.
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needs to utilize multiple cores to exploit the
additional transistors on a chip. This can be done

by running multiple applications concurrently or
by making applications\ulti-threaded

I Unfortunately, it is not easy to rarite existing
software and make it muHihreaded.




Processor Example [Source: Intel]



