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Generalization in Machine Learning
We sample an i.i.d dataset Z of size n from an
unknown distribution D over Z : Z « D™
Loss function € indicates the quality of a model w.
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How can we ensure: V(A(Z),Z) = Y(A(Z), D)

Methods used to prove generalization

" Uniform Convergence: VC dimension [VC71]

" Distributional Stability: Differential Privacy [DIVINSO6]
" Uniform Stability [BEO2]

" | ocal Statistical Stability [LS19]

= Mutual Information Methods

v'Low MI = Generalization [RZ16/RX17]

v &-DP = I(A(Z);Z) < ~&’n

v I(A(Z);Z) < log|W|

I (¢,6)-DP # bound on MI [D12/MMPRTV10]

| For 1-D thresholds, any consistent learner has
[(A(Z); Z) = oo for some D. [BIMNSY18]

Conditional Mutual Information (CMI)

e Draw 2n samples Z « D?™.
* Selector function S € {0,1}" uniformly random defines
partition of real samples Zs and “ghost” samples Zs.

Zs=(Zys,, . rZns, B
22,1

~

Ln,o)| L

* Run A(ZS).
e CMI of A with respect to D:
[(A(Zs); S| Z)

v'Post-processing and (non-adaptive) composition
v CMI is finite (“normalized” M)

Low CMI implies Generalization
For loss in [0,1].
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Extension to “unbounded” loss (e.g. hinge loss) and to
non-linear losses (e.g. Area Under the ROC Curve).

Bounding CMI
= \/e-Differential Privacy

" e-Mutual Information Stability
" c-KL Stab|||ty - CMID (A) S EN
" e-Average-Leave-One-Out KL Stability

= §-TV Stability (i.e., (0,6)-DP)= CMI,(A) < én

= Compression schemes of size k = CMI,(A) < klog(n)
" Hypothesis class with VC dimension d = 3 ERM
such that CMI,(A) < d log(n)

Conclusion

CMI is a new framework for reasoning about

generalization, which:

* Unifies existing frameworks

* Provides a variety of forms of generalization
guarantees.
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