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vector space retrieval

many slides courtesy James Allan@umass Amherst
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what is a retrieval model?
• Model is an idealization or abstraction of an actual process
• Mathematical models are used to study the properties of the 
process, draw conclusions, make predictions
• Conclusions derived from a model depend on whether the 
model is a good approximation of the actual situation
• Statistical models represent repetitive processes, make 
predictions about frequencies of interesting events
• Retrieval models can describe the computational
process

– e.g. how documents are ranked

– Note that how documents or indexes are stored is implementation

• Retrieval models can attempt to describe the human
process

– e.g. the information need, interaction
– Few do so meaningfully

• Retrieval models have an explicit or implicit definition of 
relevance
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retrieval models

• vector space
• latent semnatic indexing

• boolean

• statistical language
inference network•
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outline

• review: geometry, linear algebra
• vector space model
• vector selection
• simmilarity
• weighting schemes
• latent semnatic indexing
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linear algebra
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vectors

• text
• text
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subspaces

• text
• text
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linear independence, base,

dimmension, rank
• vector x is linear dependentof vectors y1, y2, ..., yt
if there exists real numbers c1, c2, ..., ct such

that

x = c1y1+ c2y2 + ...ctyt

• base of a vectorial space = maximal set of
linear independent vectors. All bases of a given

space have the same dimmension (dimmension

of the space)

• rank(A) = maximum number of raws/columns
linear independent

• rank(A) = dimenionof the subspacespanned
by A
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matrix multiplication
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dot product, norm
• dot product of 2 same dimension arrays is
simply the matrix product with result a real

number

• x = (x1, x2, ..., xn); y = (y1, y2, ..., yn) then
< x · y >= x ∗ yT = Pn

i=1xiyi

• L2 norm : ||x|| =
√
< x · x >

• normalization: x = x
||x||; ||x||= 1
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cosine computation

cos(θ) = cos(β−α) = cos(β) cos(α)+sin(β) sin(α)



12

orthogonality
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projections

• text
• text
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outline

• vector space model
• review: geometry, linear algebra

• vector selection
• simmilarity
• weighting schemes
• latent semnatic indexing



15

vector space

• represent documents and queries as vectors
in the term space

• issue: find the right coefficients (many vari-
ants)

• use a geometric similarity measure, often
angle-related

• issue: normalization
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mapping to vectors

•terms: an axis for every term
-vectors coresponding to terms are canonical vectors

•documents: sum of the vectors corresponding to terms in 
the doc

•queries: treated the same as documents
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coefficients

• The coefficients (vector lengths, term weights)
represent term presence, importance, or “aboutness”

– Magnitude along each dimension

• Model gives no guidance on how to set term 
weights

• Some common choices:
– Binary: 1 = term is present, 0 = term not present in 
document
– tf: The frequency of the term in the document
– tf • idf: idf indicates the discriminatory power of the term

• Tf·idf is far and away the most common
– Numerous variations…
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example: raw tf weights

•cat
•cat cat
•cat cat cat
•cat lion
•lion cat
•cat lion dog
•cat cat lion dog dog
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tf = term frequency
• raw tf (called tf) = count of ’term’ in doc-
ument

• robinsontf (okapi tf): okapi tf = tf

tf+.5+1.5 doclen
avgdoclen

- Based on a set of simple criteria loosely connected to

the 2-Poisson model

- Basic formula is tf/(k+tf) where k is a constant (ap-

prox. 1-2)

- Document length introduced as a verbosity factor

• many variants
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Robertson tf
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IDF weights

• Inverse Document Frequency
• used to weight terms based on frequency in
the corpus (or language)

• fixed, it can be precomputed for every term
• (basic) IDF (t) = log(NNt) where
N= # of docs

Nt = # of docs containing term t
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TFIDF
• in fact tf*idf
• the weight on every term is tf(t,d)*idf(t)
Often : IDF= log(N/df) + 1 where N is the number of

documents in the collection, df is the number of docu-

ments the term occurs in

IDF = log1p, wher p is the term probability

sometimes normalized when in TF.IDF combination

e.g. for INQUERY:
log(N+0 .5

df
)

log(N+10)

• TF and IDF combined using multiplication
• No satisfactory model behind these combi-
nations
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outline

• simmilarity

• review: geometry, linear algebra
• vector space model
• vector selection

• weighting schemes
• latent semnatic indexing
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similarity, normalized

same intersection area
but different fraction of sets

• the size of intersection alone is meaningless

• often divided by sizes of sets 

• same for vectors, using norm

– by normalizing vectors, cosine does not change

similarity =
|intersection|
|set1|·|set2|
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common similarity measures
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similarity: weighted features
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vector similarity: cosine

θ1

θ2
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cosine, normalization
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cosine similarity: example

• text
• text
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cosine example normalized

• text
• text

round-off error,
should be the same
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tf-idf base similarity formula

• many options for TFquery and TFdoc

– raw tf, Robertson tf, Lucene etc

– try to come up with yours

• some options for IDFdoc

• IDFquery sometimes not considered

• normalization is critical

P
t
(TFquery(t)·IDFquery(t))·(TFdoc(t)·IDFdoc(t))

||doc||·||query||
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Lucene comparison

• text
• text
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other term weighting schemes

• Lucene

• augmented tf-idf cosine
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outline

• review: geometry, linear algebra
• vector space model
• vector selection
• simmilarity
• weighting schemes
• latent semnatic indexing
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more linear algebra
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A = LDU factorization
• For any mxn matrix A, there exists a permu-
tation matrix P , a lower triangular matrix L

with unit diagonal and an mxn echelon matrix

U such that PA = LU

• For any nxn matrix A, there exists L,U lower
and upper triunghiular with unit diagonals,D a

diagonal matrix of pivots and P a permutation

matrix such that PA= LDU

• If A is symmetric (A = AT) then there is no

need for P and U = LT : A= LDLT
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eigenvalues and eigenvectors

• λ is an eigenvalue for matrix A iff
det(A − λI) = 0
• every eigenvalue has a correspondent non-
zero eigenvector x that satisfies

(A− λI)x = 0 or Ax= λx

in other words Ax and x have same direction

• sum of eigenvalues = trace(A) = sum of di-
agonal

• product of eigenvalues = det(A)
• eigenvalues of a upper/lower triangular ma-
trix are the diagonal entries
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matrix diagonal form
• if A has lineary independent eigenvectors y1, y2, ..., yn
and S is the matrix having those as columns,

S = [y1y2...yn], then S is invertible and

S−1AS = Λ=


λ1

λ2
...

λn

 , the diagonal
matrix of eigenvalues of A.

• A = SΛS−1
• no repeated eigenval ⇒ indep. eigenvect
• A symetric AT = A⇒ S orthogonal: STS = 1

• S is not unique
• AS = SΛ holds iff S has eigenvect as columns

• not all matrices are diagonalizable
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singular value decomposition

• if A is m × n,m > n real matrix then it can

be decomposed as

A = UDV T where

• U is m× n; D, V are n × n
• U, V are orthogonal : UTU = V TV = 1n×n
• D is diagonal, its entries are the squre roots
of eigenvalues of ATA
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latent semantic indexing

• Variant of the vector space model

• Uses Singular Value Decomposition (a dimensionality 
reduction technique) to identify uncorrelated, 
significant basis vectors or factors

– Rather than non-independent terms

• Replace original words with a subset of the new
factors (say 100) in both documents and queries

• Compute similarities in this new space

• Computationally expensive, uncertain effectiveness
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dimensionality reduction

•when the representation space is rich

•but the data is lying in a small-dimension subspace 

•that’s when some eigenvalues are zero

•non-exact: ignore smallest eigenvalues, even if they 
are not zero
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latent semantic indexing

• T0,D0 orthogonal matrices with unit length
columns (T0 ∗ TT0 = 1)
• S0 diagonal matrix of eigen values
m is the rank of X•
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LSI: example

• text
• text
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LSI: example

• text
• text
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LSI

• T has orthogonal unit-length col (T ∗TT = 1)
• D has orthogonalunit-lengthcol (D∗DT = 1)
• S diagonal matrix of eigen values
• m is the rank of X
• t = # of rows in X
• d = # of columns in X
• k = chosen number of dimensionsof reduced
model
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LSI: example
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original vs LSI

• text
• text
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using LSI

• D is new doc vectors (k dimensions)

• T provides term vectors

• Given Q=q1q2…qt want to compare to docs

• Convert Q from t dimensions to k

• Can now compare to doc vectors

• Same basic approach can be used to add
new docs to the database

Q0 = QT1×t ∗ Tt×k ∗ S−1k×k



50

LSI: does it work?

• Decomposes language into “basis vectors”
– In a sense, is looking for core concepts

• In theory, this means that system will retrieve
documents using synonyms of your query words

– The “magic” that appeals to people

• From a demo at lsi.research.telcordia.com
– They hold the patent on LSI
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vector space retrieval: summary

• Standard vector space
– Each dimension corresponds to a term in the vocabulary
– Vector elements are real-valued, reflecting term importance
– Any vector (document,query, ...) can be compared to any 
other
– Cosine correlation is the similarity metric used most often

• Latent Semantic Indexing (LSI)
– Each dimension corresponds to a “basic concept”
– Documents and queries mapped into basic concepts
– Same as standard vector space after that
– Whether it’s good depends on what you want
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vector space model: disadvantages

• Assumed independence relationship among terms
– Though this is a very common retrieval model assumption

• Lack of justification for some vector operations
– e.g. choice of similarity function
– e.g., choice of term weights

• Barely a retrieval model
– Doesn’t explicitly model relevance, a person’s information 
need, language models, etc.

• Assumes a query and a document can be treated
the same (symmetric)
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vector space model: advantages

• Simplicity

• Ability to incorporate term weights
– Any type of term weights can be added
– No model that has to justify the use of a weight

• Ability to handle “distributed” term representations
– e.g., LSI

• Can measure similarities between almost anything:
– documents and queries
– documents and documents
– queries and queries
– sentences and sentences
– etc.
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